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#### Abstract

Kirchhoff's 1882 theory of optical diffraction forms the centerpiece in the long-term development of wave optics, one that commenced in the 1820s when Fresnel produced an empirically successful theory based on a reinterpretation of Huygens' principle, but without working from a wave equation. Then, in 1856, Stokes demonstrated that the principle was derivable from such an equation albeit without consideration of boundary conditions. Kirchhoff's work a quarter century later marked a crucial, and widely influential, point for he produced Fresnel's results by means of Green's theorem and function under specific boundary conditions. In the late 1880s, Poincaré uncovered an inconsistency between Kirchhoff's conditions and his solution, one that seemed to imply that waves should not exist at all. Researchers nevertheless continued to use Kirchhoff's theory - even though Rayleigh, and much later Sommerfeld, developed a different and mathematically consistent formulation that, however, did not match experimental data better than Kirchhoff's theory. After all, Kirchhoff's formula worked quite well in a specific approximation regime. Finally, in 1964, Marchand and Wolf employed the transformation of Kirchhoff's surface integral that had been developed by Maggi and Rubinowicz for other purposes. The result yielded a consistent boundary condition that, while introducing a species of discontinuity, nevertheless rescued the essential structure of Kirchhoff's original formulation from Poincaré's paradox.
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## 1 Introduction

On 22 June 1882, the University of Berlin's professor of theoretical physics, Gustav Robert Kirchhoff (1824-1887), read an influential paper titled "Zur Theorie der Lichtstrahlen" ("On the theory of light rays") to a meeting of the Prussian Academy of Sciences in Berlin. The purpose of the paper was to deduce from the wave equation the expression governing the diffraction of light by an aperture on an otherwise opaque screen. To do so Kirchhoff assumed a particular set of boundary conditions: namely, that both the amplitude of the disturbance as well as its spatial gradient vanished on the screen, but that they remained unaltered over the aperture itself. ${ }^{1}$ He was in this way able to generate a solution for scalar diffraction that could yield the empiricallysuccessful (so far as was then known) expression that Augustin Fresnel (1788-1827) had produced six decades before using an altogether different line of argument (on which more below). Despite its frequent presence in physicists' and engineers' publications, Kirchhoff's theory of diffraction has not until recently attracted the attention of physics (or mathematics) historians for understandable reasons: historical focus has principally aimed at episodes in nineteenth century physics that brought either fundamental changes-e.g. the wave theory of light, electromagnetic field theory, kinetic theory and statistical mechanics-or influential technological breakthroughs-e.g. Hertz's production of electric waves and the subsequent invention of wireless telegraphy. Kirchhoff's theory fits neither criterion. It did not introduce any novel physical entities or mechanisms beyond what wave optics had stipulated; nor did it lead to technological innovation. It nicely fits, one might say, Thomas Kuhn's conception of "normal science," in which practitioners solve problems that arise within a given system without violating its fundamental boundaries. ${ }^{2}$

Although Kirchhoff's theory did not have significant ontological or technological implications, it nonetheless raised important questions concerning the use of mathematics in theoretical physics. What made the theory interesting in subsequent years

[^1]is the mathematical inconsistency of the boundary conditions that were used. So far as was known at the time, however, his solution worked quite well empirically, and Kirchhoff himself never remarked the inconsistency. Decades after the French mathematician Henri Poincaré (1854-1912) published a deleterious consequence of the inconsistency in 1892, ${ }^{3}$ the theory nevertheless continued to appear in major textbooks and research periodicals in optics and electromagnetism. Physicists and engineers treated it not as an antiquated and inconsistent effort to derive empirically workable results, but as a good enough working model, for Kirchhoff's solution nicely fit both optical and microwave experimental data under particular, but commonly applicable, conditions. Indeed, physicists' and engineers' interest in, and use of, Kirchhoff's theory has certainly not waned over the decades. ${ }^{4}$

The persistent deployment of an apparently inconsistent theory even after recognition of its flaws is not unique in the history of physics. The infamous divergence of the quantum field integrals in self-energy calculations in quantum electrodynamics (QED) and physicists' various ad-hoc manipulations to bypass the problem before the introduction of renormalization provides one noteworthy example. ${ }^{5}$ Another concerns early twentieth century Cambridge mathematicians' continued use of circulatory theory to explain airfoil lifting despite a salient contradiction-namely, d'Alembert's paradox, according to which there should be no lift at all in a perfect fluid-that had been well known for centuries. ${ }^{6}$ In these cases, a major reason for the tenacity of an admittedly problematic theory was essentially pragmatic: the physical-mathematical problem was simply too complex, and no comparable alternative was available at the time.

Despite the similarities, Kirchhoff's account of diffraction differed in one essential respect from these two examples that makes this situation particularly compelling. In the first decades of the twentieth century, Lord Rayleigh (1842-1919) and Arnold Sommerfeld (1868-1951) derived different solutions to the same diffraction problem under a set of consistent boundary conditions. Unlike the cases of QED before renormalization and the circulatory theory of airfoil lifting in the early twentieth century, therefore, a mathematically consistent alternative was in fact available. Yet the existence of a seemingly more appealing and logical alternative did not eliminate or marginalize Kirchhoff's theory. This mathematically inconsistent (and physically untenable) solution has continued to appear and thrive in textbooks and periodicals as the standard approach to the problem of diffraction. Why, one may ask, did scientists continue to stay with Kirchhoff's theory despite the presence of a consistent alternative?

Recently, several historians and philosophers have begun to pay closer attention to this curious episode. ${ }^{7}$ These studies deepen our understanding of conceptual and

[^2]technical aspects of Kirchhoff's theory and help us clarify its philosophical implications, but in what follows we are concerned with the details of the theory's persistence and with the consistent alternatives to it. The theory's empirical success within the experimental regime of nineteenth and early twentieth century optics certainly goes reasonably far in accounting for its persistence. More, however, was involved than the results of experiment. The theory's tenacity also reflects the hold of a long-standing intellectual tradition in optics. Rooted in a principle introduced by Christiaan Huygens (1629-1695) in 1678 and first deployed for diffraction by Fresnel in 1818, this approach calculated wave intensity by means of a single integral over regions that are not blocked by a diffracting object. Such an integral could be interpreted as comprised of waves, or wavelets, that emanate from each of the points on the object's open regions and so on the incident wave front proper. Even after the scope of the inconsistency became altogether clear, physicists continued to seek (and to find) a single integral that could give physical meaning at least to a form of Huygens' principle, if not to the original, a principle that Kirchhoff's theory so nicely exemplified. In what follows we explore the structure of Kirchhoff's theory and the alternatives to it in order to bring out the several ways in which mathematical structures that exemplify principles akin to Huygens' generated theories of diffraction.

## 2 Fresnel applies Huygens' principle to diffraction

When Fresnel first tackled the problem of diffraction neither he nor Thomas Young (1773-1829) before him had deployed Huygens' principle. Instead, both Young and Fresnel initially considered interference to take place between rays of light emanating directly from the source and from emission stimulated by the source at the edges of diffracting objects. That way of thinking essentially conformed to a long-standing tradition that only Huygens himself had challenged, one in which the central physical entity in optics was the ray of light. ${ }^{8}$ Fresnel broke with that tradition and introduced Huygens' principle when confronted with an empirical conflict that arose in a particular situation. But to deploy the principle Fresnel had to develop a method for decomposing waves from a multiplicity of different loci into ones with common phases but different amplitudes. Such a method had emerged previously in his exploration of the chromatic effects generated by the passage of polarized light through thin, birefringent crystals.

To achieve that result Fresnel assumed a wave of the form $a \sin [2 \pi(f t-x / \lambda)]$, with $\lambda$ the wavelength and $f$ the frequency of the disturbance. If the wave emanating from the source reaches a point via two different paths, one of which traverses

[^3]Fig. 1 Fresnel's configuration for diffraction

a distance $x$ while the other requires an additional distance $d$, then the latter will be $a \sin [2 \pi(f t-x / \lambda)-i]$ where $i$ is $2 \pi d / \lambda$. Algebraically decomposing this expression, Fresnel could split the second wave into two parts:

$$
\begin{aligned}
a \sin [2 \pi(f t-x / \lambda)-i]= & a \cos (i) \sin [2 \pi(f t-x / \lambda)] \\
& -a \sin (i) \cos [2 \pi(f t-x / \lambda)]
\end{aligned}
$$

That is, a single wave with arbitrary phase $i$ can always be considered to arise from two other waves with amplitudes $a \cos (i), a \sin (i)$ that differ in phase by $90^{\circ}$. This involves the same kind of process, Fresnel noted, as the composition of two mutuallyperpendicular forces of magnitudes equal to the component amplitudes. Whence, he concluded, the magnitude of the resultant of two waves with the same frequency that otherwise differ in phase by $90^{\circ}$ is just the square root of the sum of the squares of the component amplitudes. This decomposition enabled the application of Huygens' principle to diffraction.

Consider with Fresnel a point light source $I$, a semi-infinite plane obstacle AG whose edge A is directly beneath $I$, and a screen parallel to AG. His objective was to calculate the resultant wave at a point $O$ on the screen but outside the shadow cast by AG (Fig. 1). According to Huygens' principle the wave intensity at $O$ should be the sum-or integral for an effectively continuous distribution-of all the wavelets emanating from the front $m^{\prime} M m A$, calculated as it passes the obstacle AG.

Fresnel assumed that the remainder of the wave was completely blocked by the obstacle, that the obstacle neither modified the wave's spherical shape, nor affected the phase of the vibrations at any unblocked point of the front. Note that in so assuming Fresnel essentially ignored the finite dimensions of such an obstacle in that he did not separately consider what the wave front might be on the side of the obstacle facing
the luminous point and on the side facing the screen point. He simply annulled the wave altogether at the obstacle's locus. We shall see below that the introduction of a solution to the scalar wave equation by Kirchhoff mandated explicit consideration of both surfaces.

The resultant at $O$ was, then, the integral of all the wavelets over the semi-infinite front $m^{\prime} M m A$ whose phases were respectively proportional to the path lengths $A O$, $m O, M O, m^{\prime} O$, etc. To carry out this integral, Fresnel had to choose a convenient origin. For various reason he selected M (subsequently termed the 'pole'), the intersection between the direct line $I O$ and the wave front $m^{\prime} M m A .{ }^{9}$ Fresnel easily calculated that the distances $\mathrm{m}^{\prime} \mathrm{s}^{\prime}$ ( $\mathrm{s}^{\prime}$ is the intersection between the line $m^{\prime} O$ and the arc around the center $O$ ) by which the wavelets differ in their distances to the point of observation are to a very good approximation for points reasonably near the pole as $z^{2}(b+c) /(2 b c)$ with $b$ representing $I A$ and $c$ representing $A B$, where $B$ is the screen point, while $z$ is the distance $\mathrm{Mm}^{\prime}$. Consequently the phase difference $i$ in Fresnel's original decomposition becomes $\pi z^{2}(b+c) / b c \lambda$. Each of the wavelets decomposes accordingly, with the consequence that the square of the resultant amplitude (and so the optical intensity) at the observation point must be:

$$
\left[\int d z \sin \left(\pi z^{2}(b+c) / b c \lambda\right)\right]^{2}+\left[\int d z \cos \left(\pi z^{2}(b+c) / b c \lambda\right)\right]^{2}
$$

Fresnel's successful demonstration that his formulae worked well empirically won him a Paris Academy prize in 1818 despite the presence on the judging committee of no less than Pierre-Simon Laplace (1749-1827) and Siméon Denis Poisson (17811840), neither of whom was sympathetic to wave optics. Today, his expression is a particular approximation to wave propagation under a specific condition: it is the second-order expansion of the propagating phase that takes into account the spherical wave front when the distance of interest lies between the quasi-static near-field zone and the plane-wave-like far-field zone. ${ }^{10}$ At the time, and for decades thereafter, his expression had a broader and more profound meaning, for it demonstrated that, far from being a curious conception which could at best be used to generate known results in a hitherto-unacceptable theory, Huygens' principle had proven empirical consequences. The result was to entrench the principle as a physically-meaningful foundation over the following decades as the wave theory of light was gradually assimilated, understood and produced altogether novel results. Most of these novelties did not depend on the principle itself since they were for the most part concerned with polarization phenomena. Nevertheless, as a unifying physical conception with a specific mathematical expression Huygens' principle provided a powerful foundation for this new, complex and difficult theory. John Herschel (1792-1871), who published the first comprehensive article on wave optics in 1827, placed particular emphasis on the principle, which he expressed in the following way:

[^4]... conceive the surface of any wave A B C to consist of vibratory molecules, all in the same phase of their vibrations (sic). Then will the motion of any point X ... be the same, whether it be regarded as arising from the original motion of S [the source], or as the resultant of all the motions propagated to it from all the points of the surface. ${ }^{11}$

The essence of this way of treating the problem can be concisely expressed. The diffracted wave intensity $u(\vec{r}, t)$ at a given location $\vec{r}$ and time $t$ is taken to be

$$
u(\vec{r}, t)=\int_{\Omega} \mathrm{d} r^{\prime} A\left(\vec{r}, \vec{r}^{\prime}\right) u_{i n}\left(\vec{r}^{\prime}, t-\left|\vec{r}-\vec{r}^{\prime}\right| / c\right)
$$

The integration takes place over the open parts of a blocking screen, while $u_{i n}\left(\vec{r}^{\prime}, t\right)$ is the intensity of the wave directly from the light source at a point $\vec{r}^{\prime}$ on $\Omega$ at time $t, A\left(\vec{r}, \vec{r}^{\prime}\right)$ is the inclination and any other necessary factors for propagation from $\vec{r}^{\prime}$ to $\vec{r}, c$ is the wave speed, and $\left|\vec{r}-\vec{r}^{\prime}\right| / c$ is the time delay (or, equivalently, phase factor) from $\vec{r}^{\prime}$ to $\vec{r}$. In this manner of working, which remained common for decades after Fresnel's original work, the solution to the wave equation is presumptively given (because of the known $u_{i n}$ ) under the assumption that the screen has no other effect than to stop propagation except at its open parts. That is, the source wave is assumed to be completely unaltered at the screen's openings and completely extinguished over its surface.

## 3 Stokes' "Dynamical Theory of Diffraction"

Neither Fresnel nor those who worked in wave optics for decades afterwards began their analysis of diffraction with a differential equation. In other areas of optics, such as dispersion and birefringence, analysis did proceed in the 1830s by generating solutions to a wave equation, but in those cases boundary issues were irrelevant, posing a very different type of problem. Nevertheless, the physical foundation of wave optics then required the existence of an ether, a substance that pervades space and material bodies and that must be governed by the laws of mechanics. In France and Germany for decades the ether was presumed to be constituted of particles governed by Coulomblike forces of various presumptive intensities, whereas in Britain after circa 1830 it was widely treated as an effective continuum governed by variously-assumed constitutive stipulations. ${ }^{12}$

Fresnel himself never deployed a differential equation for optics to any major extent, though he certainly did consider what sorts of forces must obtain between the elements of the ether in order to justify his assumptions concerning the relationships required between wave speed and direction of oscillation in birefringent media. That is, the only circumstances at the time that raised questions of the forces that act on ether ele-

[^5]ments were ones in which the wave speed varies with the direction of propagation and of oscillation. Diffraction required nothing of the sort because the empirical circumstances were limited at the time to propagation in isotropic media. There was however one important question that did demand a consideration of the wave equation, namely the form of the inclination factor governing the amplitude of the Huygens wavelets as a function of the angle between the line to the observation point and the normal to the front which the wavelets comprise. Fresnel had argued on rather weak physical grounds that, in the circumstances he was considering, the amplitudes are independent of direction for the hemisphere tangent to the incident front in the direction of propagation, which meant that in his diffraction formulae the inclination factor was simply ignored. The first effort to determine that factor required a consideration of the wave equation, and it was accomplished in 1849 by George Gabriel Stokes (1819-1903).

A senior wrangler and Smith's prizeman at Cambridge University and eventually Lucasian Professor of Mathematics there, Stokes had worked on optics (including the aberration of light and spectroscopy) as well as fluid dynamics, a subject whose mathematical structure resembled that of optics precisely because the optical ether was presumptively governed by mechanical relations. ${ }^{13}$ Stokes introduced his "Dynamical Theory" with the following words:

When light is incident on a small aperture in a screen, the illumination at any point in front of the screen is determined, on the undulatory theory, in the following manner. The incident waves are conceived to be broken up on arriving at the aperture; each element of the aperture is considered as the centre of an elementary disturbance, which diverges spherically in all directions, with an intensity which does not vary rapidly from one direction to another in the neighborhood of the normal to the primary wave; and the disturbance at any point is found by taking the aggregate of the disturbances due to all the secondary waves, the phase of vibration of each being retarded by a quantity corresponding to the distance from its centre to the point where the disturbance is sought. ${ }^{14}$

This much is entirely similar to the standard assumption since Fresnel, and Stokes did not go beyond it. Nevertheless, he penetrated very far into the mathematical core of contemporary wave theory-farther than anyone had since Fresnel-by deriving an entirely new result involving the polarization of diffracted light that he immediately sought to confirm in the laboratory. Stokes' primary purpose however was to uncover the inclination or amplitude factor. To do so he began at once with the general differential equation of motion for an isotropic, inviscid elastic solid that he had himself developed, and that he now applied to the optical ether: ${ }^{15}$

$$
\partial^{2} \vec{u} / \partial t^{2}=b^{2} \nabla^{2} \vec{u}+\left(a^{2}-b^{2}\right) \nabla(\nabla \cdot \vec{u})
$$

[^6]where $\vec{u}$ is the displacement, and $a, b$ are elastic constants. He then separated the equation by defining 'for shortness' $\delta$ as the negative compression $\nabla \cdot \vec{u}$ (or 'dilatation' as he called it), and $\vec{\omega}$ as the rotation (or, again in Stokes' terminology, the 'distortion') $(1 / 2) \nabla \times \vec{u}$ :
\[

$$
\begin{aligned}
\partial^{2} \delta / \partial t^{2} & =a^{2} \nabla^{2} \delta \\
\partial^{2} \vec{\omega} / \partial t^{2} & =b^{2} \nabla^{2} \vec{\omega}
\end{aligned}
$$
\]

The single equation for the compression, and the three for the components of the rotation, all have precisely the same form, and Stokes could at once write down the following solution, which he obtained from Poisson ${ }^{16}$ :

$$
\begin{equation*}
U=\frac{t}{4 \pi} \int F(a t) \mathrm{d} \sigma+\frac{1}{4 \pi} \frac{\mathrm{~d}}{\mathrm{~d} t}\left\{t \int f(a t) \mathrm{d} \sigma\right\} \tag{1}
\end{equation*}
$$

Here $U$ is the solution at some point $P, t$ is the time, and $f(a t), F(a t)$ are respectively the initial values of the function $\delta$ (or a component of $\vec{\omega}$ ) and of its time derivative at all positions whose distance from $P$ is $a t$ (or $b t$ ). The integrals, which correspond to the mean values of the functions, are taken over a spherical surface of radius at (or $b t$ ) that surrounds the field point $P$. Poisson's solution has the peculiarity of representing the effect at $P$ in terms of a time- dependent radius that is drawn from $P$. Instead, that is, of following a pulse as it expands outwards, with this solution we start at a given point and cut space with surfaces drawn about it until we find surfaces that pass through the regions which contain the initial disturbance. Poisson, as it were, held fixed the initial disturbance and went looking for it from the field point, and this solution (which is difficult to formulate in a rigorous manner ${ }^{17}$ ) applies to any disturbance that begins at some moment. In contrast to the manner in which the wave equation would be treated decades later, wherein the time-varying part, subjected to a Fourier expansion, is separated from the location-varying part, this solution lumps together space and time, treating the whole as an initial-value problem. Stokes then justified its extension from, in effect, a pulse to infinitely long wave trains in the following way:

In the investigation it has been supposed that the force [disturbance] began to act at the time 0 , before which the fluid was at rest, so that $f(t)=0$ when $t$ is negative. But it is evident that exactly the same reasoning would have applied had the force begun to act at any past epoch, so that we are not obliged to suppose $f(t)$ equal to zero when $t$ is negative, and we may even suppose $f(t)$ periodic, so as to have finite values from $t=-\infty$ to $t=+\infty .{ }^{18}$

[^7]

Fig. 2 Stokes' configuration for diffraction

To generate a formula that could be applied to diffraction, Stokes simply assumed the disturbance to be sinusoidal in form. The final result for the wave of distortion produced the following expression for its value at a field point located at a distance $r$ from the disturbance on a surface element $\mathrm{d} \sigma$ that forms part of an unblocked region:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{2 \lambda r}(1+\cos \theta) \sin \phi \cos \left[\frac{2 \pi}{\lambda}(b t-r)\right] \tag{2}
\end{equation*}
$$

Here $\theta$ is the angle between the normal at the surface element and the line from there to the field point, while $\phi$ represents the angle between the direction of the oscillation and that same line: it was introduced to take account of polarization (Fig. 2). This expression constitutes the first of an inclination factor, namely $1+\cos \theta .{ }^{19}$ Stokes' main interest here was to show that, were the expression integrated over a completely unblocked surface, then the original wave would be regenerated, demonstrating thereby the consistency of an analysis based on Huygens' principle. He did not however go further to amend Fresnel's original formulae by incorporating the inclination factor - which would in any case be pointless given that the configuration of diffraction experiments at the time made the factor inconsequential.

Unlike Fresnel, Stokes did not have to simply assume Huygens' principle because its wavelets now appeared as the integrands of a solution. Still, Stokes had not gone any further than had Fresnel in respect to the conditions that should obtain over a blocking

[^8]surface and within its open regions. He had also simply assumed that the wave function must vanish on the surface and remain completely unaffected over its open regions. The consistency that he proved concerned only the question of whether the expression he had generated for the wavelets could reproduce the original disturbance, not whether the presumed values of the wave within the bounded regions and over the blocking surface could themselves be justified.

Questions concerning the boundary conditions and uniqueness requirements that arise when working with partial differential equations had previously been dealt with in respect to the Laplace equation for the potential function ( $\nabla^{2} \varphi=0$ ), most notably in England by the mathematician George Green (1793-1841) in $1828 .{ }^{20}$ Green developed, among other results, what became known as "Green's theorem" (of which more below), and he did argue that, given the value of the potential over a closed surface, there is one and only one unique solution to the Laplace or Poisson equation within or without the closed surface, provided that the potential vanishes at an infinite distance from it, or what would eventually be termed the Dirichlet principle by Bernhard Riemann (1826-1866). ${ }^{21}$

Now in 1845 and 1846 Stokes published two influential papers concerning the aberration of light that invoked a condition for the ether's velocity with respect to the earth. ${ }^{22} \mathrm{He}$ was almost certainly not familiar with the work in which Green had deduced his theorem since it had not been published in a journal, and since in any case its title seemed to concern itself with electricity. Only in 1845, when William Thomson (1824-1907, later Lord Kelvin) rediscovered Green's Essay, did it become broadly known. Even if Stokes had known Green's theorem, he would not have thought it relevant to the problem of aberration, despite the fact that both Green's Essay and Stokes' aberration problem concerned the question of solutions to the Laplace equation under specific boundary conditions.

The question Stokes addressed was to find an appropriate condition on the motion of the ether near the earth's surface that could yield the constant of aberration, i.e. the expression for the deviation of a star's apparent position as a function of the speed of light through otherwise stationary ether and the earth's velocity through the medium. Stokes demonstrated that the appropriate expression would follow provided that two conditions were satisfied: first, that the ether's velocity at the earth had to be the same as the earth's with respect to the ether at a distance, i.e. that the earth must fully drag the ether along, and second that the part of the ether's velocity due to the earth's motion must be irrotational, i.e. that $\nabla \times \vec{v}$ must vanish, in which case that part of the velocity must be the gradient of a scalar function. ${ }^{23}$ Since Stokes had also required the divergence of the velocity to vanish in his diffraction theory in order to eliminate the compression wave, this would have meant that the ether's velocity had to satisfy a Laplace equation were it not that Stokes had limited the requirement to a 'part' of

[^9]the velocity, which accordingly essentially avoided having to deal with a boundaryvalue problem. He was able in this way to ignore altogether the earth's surface by simply assuming in his calculation of the aberration constant that the small additional 'part' of the ether's velocity due to the ether's being entangled with the moving earth was that of the earth itself relative to an ether undisturbed except by the $(\nabla \times \vec{v}$ bearing) motions of light. Nearly half a century later, in 1887, the Dutch physicist H. A. Lorentz (1853-1928) returned to the question and decided that Stokes' analysis had to be treated as a boundary-value problem. Whatever the mechanism of earthether entanglement might entail, Lorentz effectively assumed that, since the ether is acknowledged to be incompressible, the Laplace equation must be satisfied, in which case the ether's motion is specified altogether by the scalar function's normal gradient at the earth's surface, i.e. by the velocity, assumed to be that of the earth itself. Lorentz then demonstrated that under these circumstances, the component of the gradient of the requisite scalar function tangent to the surface will differ from the corresponding component of the earth's velocity, so that the ether will slip over the surface, ruining the general applicability of Stokes' calculation. ${ }^{24}$

Stokes in the mid-1840s had paid no attention at all to boundary-value conditions, while Lorentz in 1887 insisted on invoking one immediately by jettisoning Stokes’ admittedly-vague separation of earth-plus-ether velocity for that of the ether. Lorentz in other words constrained the problem to be one that simply had to satisfy a specific boundary requirement on the Laplace equation, namely the so-called Neumann condition, according to which specification of the scalar function's normal gradient over a closed surface completely determines the function's value. ${ }^{25}$ However, as late as the 1870s physicists at least were not generally paying close attention to the mathematical conditions imposed on harmonic functions by boundary-value requirements, as we shall now see in detail in the case of Kirchhoff.

## 4 Kirchhoff renovates Huygens' principle

Gustav Robert Kirchhoff was well-known when he left his two-decade-long academic base in Heidelberg and took the first chair for an Ordinarius in theoretical physics at the University of Berlin in 1875. His Berlin years from 1875 to his death in 1887 were capstones to a career, since his major contributions-electric circuit theory, spectroscopy, and thermal radiation-had all been made well before, while at Berlin he devoted himself principally to teaching. ${ }^{26}$ Precisely because of the need to prepare lectures Kirchhoff looked into the issues in optical diffraction that Stokes had only partially resolved. In 1882, Kirchhoff read a seminal paper on optics at the Royal Prussian Academy of Sciences in Berlin. It was published in the Academy's Sitzungsberichte and the following year in the Annalen der Physik und Chemie.

[^10]The aim of Kirchhoff's paper was similar to Stokes' three-decades earlier work but more general: Kirchhoff aimed to develop a "fully satisfactory theory" of light, and not solely of diffraction per se, by starting with the wave equation itself. ${ }^{27}$ Like Stokes, Kirchhoff assumed that the ether displacement $\vec{u}$ corresponding to light was altogether transverse, setting aside the possible existence of a compression wave (on the widely-accepted premise that the ether is incompressible), yielding thereby the following equation:

$$
\frac{\partial^{2} \vec{u}}{\partial t^{2}}=a^{2} \nabla^{2} \vec{u}
$$

Also like Stokes, Kirchhoff used a scalar variable $\varphi$ to express any of $\vec{u}$ 's components, but unlike Stokes he altogether ignored polarization [which Stokes had partially taken into account through the introduction of the variable $\varphi$ (cf 2)]:

$$
\frac{\partial^{2} \varphi}{\partial t^{2}}=a^{2} \nabla^{2} \varphi
$$

Kirchhoff's method of solving the equation however differed in fundamental ways from Stokes'. Stokes had treated the situation entirely as an initial-value problem, and he had accordingly used Poisson's formulation to express the solution in terms of the subsequent evolution of the distributed sources at time zero (cf 1). That solution tacitly assumed that the disturbance vanishes on a blocking surface and is otherwise unaffected, but Stokes did not directly incorporate the conditions into the wave equation's integral solution. By contrast, Kirchhoff explicitly involved the boundaries of the illuminated region.

He began with a point source in unbounded space. Assuming a trigonometric oscillation with period $T$ for an outward-propagating spherical wave, Kirchhoff first assumed the following expression for the wave function:

$$
\varphi=\frac{D}{r_{i}} \cos \left[2 \pi\left(\frac{r_{i}}{\lambda}-\frac{t}{T}\right)\right]+\frac{D^{\prime}}{r_{i}} \sin \left[2 \pi\left(\frac{r_{i}}{\lambda}-\frac{t}{T}\right)\right]
$$

or (following the decomposition that Fresnel had originally developed)

$$
\varphi=\sqrt{\left(\frac{D}{r_{i}}\right)^{2}+\left(\frac{D^{\prime}}{r_{i}}\right)^{2}} \sin \left\{\left[2 \pi\left(\frac{r_{i}}{\lambda}-\frac{t}{T}\right)\right]-i\right\}
$$

in which $r_{i}$ is the distance between the source or, in Kirchhoff's word, 'luminous' point and the locus of observation, while $D$ and $D^{\prime}$ are amplitude coefficients whose ratio determines the wave's phase. ${ }^{28}$

[^11]Kirchhoff next set his "luminous point" to the side, together with his presumptive expressions for the wave, and turned instead to "Green's theorem" specifically in order to obtain an expression that "specifies and generalizes the so-called Huygens theorem"-that, in other words, can be interpreted as an expression for the effect of Huygens' wavelets in open regions of an illuminated space. Kirchhoff's friend and now colleague at Berlin, Hermann von Helmholtz (1821-1894), had years before shown how to deploy Green's theorem for the vibrations of sound in open-ended tubes. Moreover, Kirchhoff had already developed the basis of what follows in 1876 in his published lecture on propagation in a compressible fluid. ${ }^{29}$

Consider two scalar functions $U$ and $G$ of $x, y$, and $z$ within a bounded space $V$ whose surface is denoted by $s$, and whose first and second spatial derivatives are defined and continuous. Let $\mathrm{d} v$ be a differential volume element within the space $V$, $\mathrm{d} s$ a differential element of the surface $s$, and $N$ the normal to d $s$ directed toward the interior of $V$. Then in Kirchhoff's formulation: ${ }^{30}$

$$
\oiint_{s} \mathrm{~d} s\left(U \frac{\partial G}{\partial N}-G \frac{\partial U}{\partial N}\right)=\iiint_{V} \mathrm{~d} v\left(G \nabla^{2} U-U \nabla^{2} G\right)
$$

Kirchhoff assumed 'initially' that the function $G$, like $\varphi$, satisfied the wave equation. Accordingly, he set $U$ to $\varphi$ and inserted both it and $G$ into his formulation, replacing the spatial derivatives $\nabla^{2} U$ and $\nabla^{2} G$ with the time derivatives $\partial^{2} U / \partial t^{2}$ and $\partial^{2} G / \partial t^{2}$ via the wave equation. He then integrated over a time interval, requiring however that the lower limit be negative and the upper limit positive:

$$
\begin{equation*}
\int_{-t^{\prime}}^{t^{\prime \prime}} d \mathrm{t} \oiint_{s}\left(\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right) \mathrm{d} s=\frac{1}{a^{2}}\left[\iiint_{V} \mathrm{~d} v\left(G \frac{\partial \varphi}{\partial t}-\varphi \frac{\partial G}{\partial t}\right)\right]_{-t^{\prime}}^{t^{\prime \prime}} \tag{3}
\end{equation*}
$$

Kirchhoff then set $G$ to an expression whose numerator bears a limited resemblance to what would decades later become known as Dirac's delta function:

$$
G=\frac{F\left(r_{0}+a t\right)}{r_{0}}
$$

Here $r_{o}$ is the distance from any point to an arbitrary but fixed point O , with both points lying within the volume of integration in (3). The unusual function $F$ satisfies $F(x)=0$ for $x \neq 0$, while $\int_{d}^{e} F(x)=1$ where the lower limit $d$ is a finite negative number, and the upper limit $e$ is finite positive.

This distinguishes Kirchhoff's $F$ from Dirac's delta since the latter's defining integral runs from negative to positive infinity. In his later optical lectures Kirchhoff

[^12]justified the existence of such a function as a limiting case by way of an example. Suppose $F(x)$ to be $(\mu / \sqrt{\pi}) e^{-\mu^{2} x^{2}}$ and let the constant $\mu$ be so large that $F(x)$ is "vanishingly small for every finite value of x " and so as infinite as $\mu$ itself when $x$ is zero. Setting $z=\mu x$, then even integrating over infinity the function would equal unity because $(1 / \sqrt{\pi}) \int_{-\infty}^{+\infty} e^{-z^{2}} d z=1$, in which case Kirchhoff's $F$ converges asymptotically to Dirac's delta. ${ }^{31}$

Kirchhoff's purpose in introducing the strange 'function' $F$ was to generate surface expressions that could be applied to the physical situation he had in mind, namely the propagation of light within a region that is illuminated by one or more point sources that are external to the region. Sections of the bounding surfaces can then be assimilated to light-blocking or reflecting obstacles, allowing as well for different propagatory speeds within different parts of the region in order to accommodate refraction. In doing so, Kirchhoff assimilated the point at which the wave function's value is to be calculated to the point at which the distance $r_{o}$ in the definition of function $G$ vanishes.

This required two steps. First the volume integral on the right-hand side of (3) had to be removed. To do so Kirchhoff imposed a second condition on the lower limit of the time integration, namely that $r_{o}-a t^{\prime}$ must be "negative and finite." This implies that the distances $r_{o}$ from $O$ to any point in the region, thereby including points infinitesimally near the bounding surface, are always less than $a t^{\prime}$. What might that mean in terms of the physics of the situation? Likely this, though Kirchhoff made no comments: the initial optical disturbance must have begun at a point in time sufficiently distant that it had long passed point $O$. This presumably licensed Kirchhoff to work thereafter with an effectively continuous train of disturbances of arbitrary form.

From the requirement that $r_{o}$-at must be less than zero (and finite) it followed that the 'function' $F$ must be zero at both limits of the integral, namely $-t$ ' and $t$ ", since $t$ " is positive, and so the entire right-hand side of (3) will indeed vanish, leaving only the surface integral on the left. This was not enough for the equation to be made physically applicable. Kirchhoff's unusual 'function' $F$ did wipe out the volume integral, but $G$ still appeared, and it did not have any apparent physical meaning, having been chosen for the express purpose of using Green's equation, thereby permitting the consideration of surfaces and hence the general behavior of light in the presence of physical boundaries. Moreover, the inclusion of point $O$ involves a singularity since $r_{o}$ vanishes there. Which is why Kirchhoff decided to cut $O$ altogether out of the volume over whose surfaces the integration takes place.

To that end Kirchhoff surrounded $O$ with an "infinitesimal sphere" which he subtracted from his region. That produced two bounding surfaces: the original one as external boundary, and the spherical surface surrounding $O$ as internal boundary (Fig. 3). The result was to split the surface integral into two parts, one over the external, the other over the internal boundary. With lowercase $s$ denoting the external, and

[^13]

Fig. 3 Kirchhoff's configuration for Green's theorem
uppercase $S$ the internal boundary, Kirchhoff's equation thereby becomes. ${ }^{32}$

$$
\begin{align*}
& \int_{-t^{\prime}}^{t^{\prime \prime}} \mathrm{d} t \oiint_{s+S}\left(\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right) \mathrm{d}(s+S) \\
& \quad=\int_{-t^{\prime}}^{t^{\prime \prime}} \mathrm{d} t \oiint_{S}\left(\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right) \mathrm{d} s+\int_{-t^{\prime}}^{t^{\prime \prime}} \mathrm{d} t \oiint_{S}\left(\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right) \mathrm{d} S=0 \tag{4}
\end{align*}
$$

Kirchhoff next moved to eliminate $G$. First of all, $r_{o}$ now becomes the radius $R$ of the "infinitesimal sphere," while its surface element $\mathrm{d} S$ has the factor $R^{2}$. Consequently $G d s$ is proportional to $R$ which, since the sphere is infinitesimal by assumption, means that the second term in the integral over the sphere's surface $S$ can be discarded. Taking however the normal gradient of $G$ at the sphere's surface yields- $\left(1 / R^{2}\right) F(R+a t)$, which is- $\left(1 / R^{2}\right) F(a t)$ since $R$ can be neglected in the function's argument. Multiplication by $d S$ accordingly leaves just $F(a t)$, and so the integral over $S$ simply reduces to $-4 \pi \varphi_{0}$ where $\varphi_{0}$ is the value of the wave function at the locus of the fixed point $O$ at time zero. ${ }^{33}$ To eliminate $F$ altogether Kirchhoff recurred to his requirement that its integral over any finite interval must be equal to one, in which case integrating $F(a t)$ over time simply produces $1 / a$, with (4) thereby reduced to the following:

$$
\begin{equation*}
\int_{-t^{\prime}}^{t^{\prime \prime}} \mathrm{d} t \oiint_{s}\left(\varphi \frac{\partial G}{\partial N}-G \frac{\partial \phi}{\partial N}\right) \mathrm{d} s=\frac{-4 \pi}{a} \varphi_{0}(0) \tag{5}
\end{equation*}
$$

[^14]Note that the locus of whatever luminous point gives rise to the source wave is not as yet under direct consideration in Kirchhoff's analysis beyond requiring that it must lie outside the bounded region in order to avoid a further singularity.

Both $G$ and a time integral still appear here and had to be removed in order to reach a physically useful result-in order, that is, to calculate the amplitude at a given point in the region bounded by the surface of integration. The region in question must not at this stage contain a source. Again using the integral requirement over the finite interval $\left[-t^{\prime}, t^{\prime \prime}\right]$ and now shifting the time origin to $t$, Kirchhoff reduced (5) to the following form, which we shall call his fundamental result: ${ }^{34}$

$$
4 \pi \varphi_{0}(t)=\oiint_{s} \mathrm{~d} s \cdot \Omega
$$

where

$$
\begin{equation*}
\Omega=\frac{\partial}{\partial N} \frac{\varphi\left(\vec{r}_{0}, t-r_{0} / a\right)}{r_{0}}-\frac{f\left(\vec{r}_{0}, t-r_{0} / a\right)}{r_{0}} \text { and } f=\partial \varphi / \partial N \tag{6}
\end{equation*}
$$

Helmholtz, as Kirchhoff knew, had derived a similar formula in 1859 to characterize the acoustic vibration within a pipe with one open end, albeit in a considerably less general manner. Unlike Kirchhoff, Helmholtz assumed temporal harmonic variation, thereby separating the time- from the space-dependent part of the wave function. Kirchhoff, recall, had not required such a limitation, which is why he had introduced his function $F .{ }^{35}$ Note that in Kirchhoff's formulation the loci of whatever luminous points are responsible for the radiation do not appear explicitly. The waves that they engender will appear only by supposition in the boundary conditions that Kirchhoff adopted. Kirchhoff did not, in other words, separately develop Green integrals for the incident and resultant waves and then relate them through his boundary conditions.

Kirchhoff now interpreted his fundamental result explicitly in terms of Huygens' principle: "the motion of the ether [at any point] in the space enclosed in surface $s$ can be regarded as caused by a layer of luminous points on surface $s$, because each one of the two terms of which $\Omega$ is composed may be described as corresponding to a luminous point situated at the location of ds. ${ }^{36}$ However, where Huygens had based his principle on a consideration of the physical tendency to expand at each point of

34 Ibid., 668-669.
${ }^{35}$ Helmholtz, "Theorie der Luftschwingungen in Röhren mit offenen Enden," Journal für die reine und angewandte Mathematik, 62:1 (1859), 23. Suppose with Helmholtz that
$\varphi(\vec{r}, t)=\varphi_{c}(\vec{r}) \cos (\omega t)+\varphi_{s}(\vec{r}) \sin (\omega t)$ so that the time and space dependencies could be separated. Helmholtz's equation may then be written as follows:

$$
\begin{aligned}
& 4 \pi \varphi_{c, s}\left(r_{0}=0\right)=\oiint_{S} \mathrm{~d} s \cdot\left\{\frac{\partial \varphi_{c, s}}{\partial N} G_{c, s}\left(r_{o}\right)-\varphi_{c, s} \frac{\partial G_{c, s}\left(r_{o}\right)}{\partial N}\right\} \\
& \text { with } \\
& G_{c}(r)=\frac{\cos (k r)}{r}, \quad G_{s}\left(r_{0}\right)=\frac{\sin (k r)}{r}
\end{aligned}
$$

[^15]a wave front, Kirchhoff's version emerged as a result of his application of Green's theorem without any direct consideration of the physics beyond the wave equation proper. Of primary significance, his expression (6) indicated that the contribution from each point on an arbitrary surface $s$ to the ether vibration at a point $O$ that is enclosed by $s$ is determined by both the ether vibration $\varphi$ and its normal gradient on $s$. Both values had consequently to be specified.

Kirchhoff recognized that his result could be extended to a case in which the point $O$ is exterior to the bounding surface $s$ while the originating luminous points (which are thus far exterior to $s$ ) lie within the enclosed region, amounting thereby to an inversion of the existing situation. Key to the first step in the derivation of this extension was to redefine the space exterior to $s$ as a volume bounded internally by $s$ and externally by the infinitely large surface $S_{\infty}$ so that (6) becomes:

$$
4 \pi \varphi_{0}(t)=\oiint_{s} \mathrm{~d} s \cdot \Omega+\oiint_{S_{\infty}} \mathrm{d} S_{\infty} \cdot \Omega
$$

Here the normal to $s$ is turned from inward to outward. Supposing a "particular condition" to be satisfied-namely, that before some finite past moment the values of both functions ( $\varphi$ and $f$ ) were everywhere zero-then, provided that the point $O$ is not itself at infinity and choosing a subsequent but otherwise arbitrary moment, both functions will at that time also vanish on the infinitely large surface $S_{\infty} \cdot{ }^{37}$ This licensed a principle of inversion, according to which whatever holds for a $O$ point applies as well to a luminous point by exchanging their locations. In such an exchange the locus of evaluation for the wave remains near the Green function singularity.

To further extend the situation, Kirchhoff envisioned two closed surfaces that enclose volumes which have an intersection within which point $O$ lies, while any luminous points $I$ lie outside both regions (Fig. 4). Each of these surfaces then yields $\varphi_{0}$ near $O$. Subtracting the intersection from the union of the volumes creates a region with a new surface that bounds a region from which both $O$ and any luminous points are excluded (because $O$ now lies within the extracted intersection of the two original volumes). Under theses circumstances the integral in (6) always vanishes. By the principle of inversion the same follows if the original two surfaces enclosed luminous points, with $O$ lying outside both. A similar procedure, but this time forming the composite union of two intersecting surfaces, implies that the integral in (6) also vanishes if a surface includes both $O$ and $I$. In summary Kirchhoff has demonstrated:

1. a region that includes $O$ but excludes $I$ can produce a non-zero value for the integral in (6). The same holds vice versa by inversion.
2. a region that excludes both $O$ and $I$ produces a zero value for the integral in (6).
3. a region that includes both $O$ and $I$ also produces a zero value for the integral in (6).
${ }^{37}$ Kirchhoff's requirement was in later years subsumed under what became known as the Sommerfeld radiation condition, according to which the limit at infinity of the difference $\partial \varphi / \partial N-2 \pi i \varphi / \lambda$ must vanish: cf Goodman (1988), p. 44.


Fig. 4 Kirchhoff's further configuration for Green's theorem

These three correspond respectively to cases in which (1) I and $O$ are separated by a surface, (2) the radiation from $I$ simply passes through the region, and (3) I's radiation reaches $O$ unimpeded.

Before any specific results could be obtained, Kirchhoff had to produce a useful expression for the general integral, $\oiint_{S} \mathrm{~d} s \cdot \Omega$, given the locus of $O$ and the waves engendered by whatever luminous points are present. To do so he assumed a single radiating point $I$ and limited the form of the wave that it produces to a time harmonic expression, namely to $\varphi=\left(1 / r_{i}\right) \cos \left[\left(r_{i} / \lambda-t / T\right) 2 \pi\right]$. The distances $r_{o}, r_{i}$ that now both appear in the general integral are respectively drawn from the loci $O, I$ to points on the surface of integration. This produced the following form for the integrand $\Omega$ :

$$
\begin{aligned}
\Omega= & \frac{1}{r_{i} r_{o}}\left(\frac{1}{r_{i}} \frac{\partial r_{i}}{\partial N}-\frac{1}{r_{o}} \frac{\partial r_{o}}{\partial N}\right) \cos \left[\left(\frac{r_{i}+r_{o}}{\lambda}-\frac{t}{T}\right) 2 \pi\right] \\
& +\frac{2 \pi}{r_{i} r_{o} \lambda}\left(\frac{\partial r_{i}}{\partial N}-\frac{\partial r_{o}}{\partial N}\right) \sin \left[\left(\frac{r_{i}+r_{o}}{\lambda}-\frac{t}{T}\right) 2 \pi\right]
\end{aligned}
$$

Kirchhoff next introduced a specific coordinate system and an approximation linked to it. The origin of the new coordinate system was placed on the surface of integration at a very specific point: namely, where the sum $r_{o}+r_{i}$ is a minimum and so is stationary. This will occur if the line joining $I$ to $O$ passes through the surface of integration, in which case the origin will lie at the intersection of the joining line with the integration surface. Kirchhoff's new origin is effectively the same as the one that

Fresnel had introduced decades before, namely the pole. Using this coordinate system, he expanded $r_{o}, r_{i}$ as functions of $\rho_{0}, \rho_{1}$, these being the distances from $O, I$ to the pole, but only up to second order. That limitation amounted to the requirement that the wavelength is vanishingly small in comparison to the distances $r_{o}, r_{i} .{ }^{38}$ This would in contemporary parlance be referred to as the "stationary phase approximation."

For a completely unobstructed wave Kirchhoff could then show that integrating the resultant expression simply reproduces the presumptive wave from the luminous point because the normal gradients that appear in the sine term simply cancel one another, obliterating it, leaving only the cosine term. He was now ready to grapple with the general problem of optics, including retrieving the situation that would reproduce a facsimile of an optics based on bundles of rays. To do so required a crucial physical assumption, known later as "Kirchhoff's Ansatz" or as his "physical optics approximation:" namely, that the light wave $\varphi_{i}$ (and its gradient $\partial \varphi_{i} / \partial N$ ) at any point on the surface of integration is approximately equal to the source wave from $I$ (and its gradient) plus any reflected wave $\varphi_{r}$ (and its gradient $\partial \varphi_{r} / \partial N$ ), meaning that the presence of any obstructing body does not alter the wave that is incident upon it other than by affecting the values of the wave function and its normal gradient over the body's actual surface: ${ }^{39}$

$$
\varphi \cong \varphi_{i}+\varphi_{r}, \quad \frac{\partial \varphi}{\partial N} \cong \frac{\partial \varphi_{i}}{\partial N}+\frac{\partial \varphi_{r}}{\partial N}
$$

Kirchhoff considered three specific situations: light scattering from a "black body," light diffracted from a black-body screen with an aperture, and diffraction by a grating. For our purposes here, we will consider only his treatment of diffraction. A light source at point $i$ is enclosed by an opaque screen whose surface $S$ is punctured by an aperture $A$. To simplify the calculation, Kirchhoff transformed the screen from an enclosed surface to an infinite plane, so that the light source $i$ and the point of observation $O$ were on opposite sides of the infinite, flat screen. Here we encounter Kirchhoff's requirements for both the wave function at the screen's two surfaces and its normal gradients there. Divide $S$ into a part $S_{i}$ that faces the light source and a part $S_{o}$ that is shielded from it. Since the screen extinguishes all light striking it, the wave function must vanish altogether over $S_{o}$ In addition, the wave over the aperture $A$ should have the same form as the source wave $\varphi_{i}$ according to Kirchhoff's Ansatz, which leaves the wave near $S_{i}$ (and so over the aperture) unaltered if the screen is black (there being no reflection). Note Kirchhoff's explicit consideration of both sides of the screen.

However, neither the Ansatz nor Kirchhoff's definition of an opaque screen in themselves placed any limitation on the wave's normal gradient over $S_{o}$. Kirchhoff

[^16]nevertheless assumed that it too would vanish over the shadowed surface of the screen, producing the following set of boundary conditions: ${ }^{40}$
\[

$$
\begin{array}{lll}
\varphi=\varphi_{i}, & \frac{\partial \varphi}{\partial N}=\frac{\partial \varphi_{i}}{\partial N} & \text { on } A \\
\varphi=0, & \frac{\partial \varphi}{\partial N}=0 & \text { on } S_{o}
\end{array}
$$
\]

Using these boundary conditions with a source wave set to $\left(1 / r_{i}\right) \cos \left[\left(r_{i} / \lambda-t / T\right)\right.$ $2 \pi$ ], the integrand $\Omega$ produces the following result for the wave at an observation point $O$ under the approximation that the wavelength is vanishingly small in comparison with the distances of both the source and observation points from the aperture (Fig. 5): ${ }^{41}$

$$
\varphi_{o}=\iint_{A} \mathrm{~d} s \Omega=\frac{1}{2 \lambda} \iint_{A} \frac{\mathrm{~d} s}{r_{i} r_{o}}\left(\frac{\partial r_{i}}{\partial N}-\frac{\partial r_{o}}{\partial N}\right) \sin \left[2 \pi\left(\frac{r_{i}+r_{o}}{\lambda}-\frac{t}{T}\right)\right]
$$

The term containing the difference between the normal gradients of $r_{o}, r_{i}$ required two further approximations: namely that these distances are much larger than the dimensions of the aperture and so can be considered constant across it outside of the sine term in the integrand, and that the line from $I$ to a point in the aperture forms an "infinitesimal angle" with the line from $O$ to that point. In that case the normal gradients in $\Omega$ become equal and opposite since they are simply the cosines of the angles that the lines from $I$ and $O$ make with the normal, while the product $r_{o} r_{i}$ is effectively constant, yielding the following expression for the wave at $O$ :

$$
\varphi_{o}=\frac{1}{\lambda r_{i} r_{o}} \frac{\partial r_{i}}{\partial N} \iint_{A} \mathrm{~d} s \sin \left[2 \pi\left(\frac{r_{i}+r_{o}}{\lambda}-\frac{t}{T}\right)\right]
$$

[^17]

Fig. 5 Kirchhoff's diffraction configuration

Note immediately one difference from Fresnel's original expression: the Huygens wavelets are shifted by a quarter-wavelength in phase from the source wave, which generated discussion in subsequent years. ${ }^{42}$

Kirchhoff added an incident time-harmonic sine wave with a different amplitude for generality and could at once write down an expression for the optical intensity at $O$. For simplicity we will assume a unit total incident intensity in which case Kirchhoff's diffraction integral yields: ${ }^{43}$

$$
\begin{aligned}
& \text { intensity at } O=\frac{1}{2 \lambda^{2} r_{i}^{2} r_{o}^{2}}\left(\frac{\partial r_{i}}{\partial N}\right)^{2}\left(c^{2}+s^{2}\right) \\
& \text { where } c=\iint \mathrm{d} s \cos \left(\frac{r_{i}+r_{o}}{\lambda}\right) 2 \pi \text { and } s=\iint \mathrm{d} s \sin \left(\frac{r_{i}+r_{o}}{\lambda}\right) 2 \pi
\end{aligned}
$$

The functions $c, s$ are of course the Fresnel integrals, while the factor in the square of the normal gradient of $r_{i}$ is Kirchhoff's inclination factor, here obtained for the first time directly from the solution to the wave equation via Green's theorem and suitable approximations. Except for this factor multiplying the integrals, the result has the same form as the one that Fresnel had produced decades before for the same situation. Kirchhoff's is more general in two ways: first it includes a factor that depends directly on an inclination factor and inversely as the product of the wavelength by the distances

[^18]of $I, O$ to the aperture loci, and second Kirchhoff left his result in terms of $r_{o}, r_{i}$ instead of further approximating in terms of the vertical distances of $I, O$ to the screen.

## 5 The Poincaré paradox

Trained in engineering at the École Polytechnique and the École des Mines, Poincaré had always kept an active line of research in mathematical physics and applied mathematics, in spite of his better known works in more abstract areas. In 1886 he assumed the chair of mathematical physics at the University of Paris, where he lectured on optics in the winter semester of 1887-1888, which he again taught in 1891-1892.44 Both sets were published, and in the 1892 lectures Poincaré reviewed what he then termed "Kirchhoff's hypotheses" for diffraction. ${ }^{45}$ If, he began, two functions $G, \varphi$ are continuous and finite within a given region, then Green's theorem requires:

$$
\oiint_{\Sigma}\left(\varphi \frac{\partial G(r)}{\partial N}-G(r) \frac{\partial \varphi}{\partial N}\right) \mathrm{d} \sigma=\iiint_{V} d v\left(G(r) \nabla^{2} \varphi-\varphi \nabla^{2} G(r)\right)
$$

where the surface of integration is denoted by $\Sigma$. Suppose next that $G$ has a singularity at the origin $O$ of coordinates but such that the product $G r$ becomes unity there, with $r$ denoting distance from $O$. Surround $O$ with an infinitesimal sphere and calculate the integral over its surface, producing (as with Kirchhoff) the value $-4 \pi \varphi_{o}$, which gives the value for $\varphi$ at the locus $O$ of the singularity for $G$. Assuming further that both $\varphi$ and $G$ satisfy the wave equation, then the volume integral vanishes, leaving Poincaré' with (7) for the value of $\varphi_{O}$ at a point that lies within an infinitesimal sphere which is itself surrounded by a closed surface $\Sigma::^{46}$

$$
\begin{equation*}
\iint_{\Sigma}\left(\varphi \frac{\partial G\left(r_{P}\right)}{\partial N}-G\left(r_{P}\right) \frac{\partial \varphi}{\partial N}\right) \mathrm{d} \sigma=-4 \pi \varphi_{o} \tag{7}
\end{equation*}
$$

If point $O$ is not surrounded by $\Sigma$ then the integral vanishes.
To apply the theorem to diffraction, Poincaré considered a situation that was similar to Kirchhoff's but that was configured in a different manner. He divided space into four distinct surfaces as follows. Marking an arbitrary point that we shall designate as $M$, Poincaré denoted the surface of the screen facing $M$ as $B$ and the screen's opposite surface as C. He then described a closed surface $S$, part of which coincides with $B$ and within which point $M$ lies; $A$ denotes the part of $S$ that excludes $B$. Surface $S$ is consequently the union $A+B$. Finally, he surrounded $M$ with an infinitesimal sphere $s_{M}$ that lies within the region surrounded by $S$. We have added a point $P$ that lies

[^19]entirely outside the union $C+A$ and have surrounded it, like $M$, with an infinitesimal sphere $s_{p}$. Poincare's configuration placed the locus of his luminous point at point $M$ within the region surrounded by the surface, which is where Kirchhoff had placed his observation point. The observation point, though Poincaré did not mark it, here lies at a point $P$, outside $C+A$.

Poincaré introduced a function $\varphi^{i}$ to represent the wave at any point emitted by the luminous point $M$ in the absence of a physical screen. When $B$ and $C$ are the surfaces of a physical object, then the wave $\varphi^{i}$ is altered by their presence to $\varphi^{R}$ according to Kirchhoff's boundary conditions. Poincaré employed the distinction to establish relations between the two functions using the boundary conditions for an opaque body. Kirchhoff had not done anything similar since he had in the end directly inserted the value of the wave from the luminous point into his integral and had applied boundary conditions without having reached the result by means of relations between distinct Green's integrals for $\varphi^{i}, \varphi^{R}$.

To clarify Poincaré's somewhat terse discussion we introduce the following convention: the value $\varphi_{P}$ at a point $P$ of the integral $\frac{1}{4 \pi} \iint_{\sigma_{k}}\left[G_{P} \frac{\partial \varphi}{\partial N}-\varphi \frac{\partial G_{P}}{\partial N}\right] \mathrm{d} \sigma$ of a function $\varphi$ and a Green's function $G_{P}$, the latter of which has a singularity at $P$, over a set of surfaces $\sigma_{k}$ that bound the region enclosing $P$ will be represented by $\iint_{\sigma_{k}}[\varphi] .{ }^{47}$ In order to employ Green's theorem for the value of the wave function at $P$ we surround $P$ with an infinitesimal sphere in Kirchhoff's fashion so that we can use Green's theorem to replace the integral over the surface of that sphere with the value of the wave function at $P$. Then, with reference to Fig. 6, we can with Poincaré build expressions for both $\varphi^{i}, \varphi^{R}$ by considering different sets of the surfaces. Consider first a surface formed by the union of $s_{M}$ with the surfaces $B, C$. A source wave $\varphi_{P}^{i}$ from $M$ that reaches the point $P$ within the region bounded by these surfaces will accordingly be represented by the following expression:

$$
\begin{equation*}
\varphi_{P}^{i}=\iint_{s_{M}+B+C}\left[\varphi^{i}\right] \tag{8}
\end{equation*}
$$

The resultant wave $\varphi_{P}^{R}$ at $P$ can be similarly represented by integrals over these same three surfaces:

$$
\begin{equation*}
\varphi_{P}^{R}=\iint_{s_{M}+B+C}\left[\varphi^{R}\right] \tag{9}
\end{equation*}
$$

However, the latter is affected by Kirchhoff's boundary conditions, for which Poincaré assumed the region surrounded by $B$ and $C$ to be opaque. Accordingly, and assuming Kirchhoff's Ansatz, the source wave at surface $B$, which faces the luminous point at $M$, is unaffected by the presence of the body, while at surface $C$ Kirchhoff's boundary

[^20]

Fig. 6 Poincaré's first surfaces
conditions required the resultant wave and its normal derivatives to vanish. Consequently $\varphi_{P}^{R}$ can be expressed in terms of the source wave and just the two surfaces $B, s_{M}$ :

$$
\begin{equation*}
\varphi_{P}^{R}=\iint_{s_{M}+B}\left[\varphi^{i}\right]=\iint_{s_{M}+B+C}\left[\varphi^{i}\right]-\iint_{C}\left[\varphi^{i}\right] \tag{10}
\end{equation*}
$$

We next follow Poincaré by introducing a new set of boundaries using the surfaces in Fig. 6, specifically the space bounded internally by the union of $A$ with $C$ (and externally by the surface at infinity). The source wave at any point in this region consequently has the expression:

$$
\begin{equation*}
\varphi_{P}^{i}=\iint_{A+C}\left[\varphi^{i}\right] \tag{11}
\end{equation*}
$$

Equating the expressions (8) and (11) for $\varphi_{P}^{i}$ produces (12):

$$
\begin{equation*}
\varphi_{P}^{i}=\iint_{s_{M}+B+C}\left[\varphi^{i}\right]=\iint_{A+C}\left[\varphi^{i}\right] \tag{12}
\end{equation*}
$$

As a result expression (10) for the diffracted wave $\varphi_{P}^{R}$ becomes (13):


Fig. 7 Poincaré's surfaces adapted to an opaque screen $(B+C)$, with an aperture $(A)$, enclosing a luminous point $(M)$ and an observation point $(P)$

$$
\begin{equation*}
\varphi_{P}^{R}=\iint_{s_{M}+B+C}\left[\varphi^{i}\right]-\iint_{C}\left[\varphi^{i}\right]=\iint_{A+C}\left[\varphi^{i}\right]-\iint_{C}\left[\varphi^{i}\right]=\iint_{A}\left[\varphi^{i}\right] \tag{13}
\end{equation*}
$$

That is, the diffracted wave at a point $P$ can be found by integrating the wave from the luminous point $M$ over an open surface whose unclosed portion is bridged by the obstacle, with $M$ lying within the region enclosed by the bridged surface and $P$ lying outside it, precisely as Kirchhoff had found.

For clarity, we can redraw as follows to represent the typical case of a screen with an aperture. If we imagine the obstacle bounded by $B$ and $C$ to be an infinite plane screen and the open surface $A$ to be an aperture on the screen, then Poincare's configuration in Fig. 7 is nothing but the configuration for Kirchhoff's diffraction problem (surface $C$ in that case becomes the screen surface facing away from Poincaré's luminous point $M$, i.e. $C$ becomes the shadowed surface).

Poincaré's explicit introduction of integrals for the source wave revealed a problem that Kirchhoff would not have seen precisely because he had considered the source wave only towards the end of his calculations-until then his luminous point, though necessarily present, had not directly entered. With Poincaré we now consider a point $L$ located within the region $B+C$ bounded by the surfaces of the screen itself. This point is the locus of a Green's function $G_{L}$. In doing so we first consider $B$ and $C$ merely as surfaces and not as the boundaries of an opaque screen in order to produce


Fig. 8 Poincaré's point $L$ within the region bounded by $B+C$
an expression for the source at $L$ that will lead us to the difficulty that Poincaré discovered. ${ }^{48}$

Recall first that in these calculations a surface $S_{\infty}$ at infinity is presumed where the wave function and its normal derivatives vanish. We now develop expressions for the values of the source wave and of the total wave at $L$ by integrating within the region that does not enclose it-the darkened area in Fig. 8, which is bounded by $s_{M}, S_{\infty}$, and the surfaces $B, C$ of the screen itself.

Since point $L$ does not lie within the region of integration, and since there are no singularities for the source wave, the total wave, or the Green's function $G_{L}$ within that region, then Green's theorem requires that the integral for either the source wave or for the total wave over the boundaries and using the Green's function $G_{L}$ must vanish (since the values also vanish at infinity by assumption we may as always neglect that boundary):

$$
\begin{align*}
\iint_{s_{M}+B+C}\left[G_{L} \frac{\partial \varphi^{i}}{\partial N}-\varphi^{i} \frac{\partial G_{L}}{\partial N}\right] \mathrm{d} \sigma & =0  \tag{14}\\
\iint_{s_{M}+B+C}\left[G_{L} \frac{\partial \varphi^{R}}{\partial N}-\varphi^{R} \frac{\partial G_{L}}{\partial N}\right] \mathrm{d} \sigma & =0 \tag{15}
\end{align*}
$$

[^21]However-the key element in Poincaré's proof-Kirchhoff's boundary conditions reduce (15) to (16) since $\varphi^{R}$ and its normal derivatives should both vanish over $C$, while taking the values of $\varphi^{i}$ over $B$ and $s_{M}$.

$$
\begin{equation*}
\iint_{s_{M}+B}\left[G_{L} \frac{\partial \varphi^{i}}{\partial N}-\varphi^{i} \frac{\partial G_{L}}{\partial N}\right] \mathrm{d} \sigma=0 \tag{16}
\end{equation*}
$$

Subtracting (16) from (14) accordingly yields (17):

$$
\begin{equation*}
\iint_{C}\left[G_{L} \frac{\partial \varphi^{i}}{\partial N}-\varphi^{i} \frac{\partial G_{L}}{\partial N}\right] \mathrm{d} \sigma=0 \tag{17}
\end{equation*}
$$

And here we find Poincaré's problem. Since $\varphi^{i}$ is an arbitrary source wave, and since surface $C$ is itself not only arbitrary but also without physical constraints when considering the source wave, (17) would imply that such a wave would have to vanish "whatever the form of the screen," i.e. even in its physical absence. Waves could simply not exist at all. Something was clearly wrong with the boundary condition over the shadowed surface of the screen, since it is that condition which produces (17). Poincaré did not also deduce through an example that the wave which results from Kirchhoff's boundary conditions cannot reproduce the very conditions over the aperture proper that led to it ( $c f$ footnote 81 below). He had instead found that waves could simply not occur at all given Kirchhoff's conditions.

In working with Green's theorem earlier in his lectures, Poincaré had remarked that "in general, it will not be possible arbitrarily to assign to one a system of values, whether of $\varphi$ or $d \varphi / d N$, because these two functions are linked by a relation expressing that the integral is null in an exterior point." ${ }^{39}$ This is perhaps what led him to investigate what occurs when the integrations are carried out for "an exterior point" in Green's theorem, leading to the contradiction between the existence of waves and Kirchhoff's boundary conditions that he uncovered. Poincaré's remark concerning overdetermination would certainly have been clear to most mathematicians and physicists in his day. However, that fact alone does not lead to his result, which requires considerably more: the problem arises because the total wave (and its normal derivative) is presumed to be the same as the source wave over the entire visible part of the obstacle (surface $B$ in Fig. 8. Poincare's point L within the region bounded by $\mathrm{B}+\mathrm{C}$ ), for that was why $\varphi^{i}$ appeared in Poincare's several expressions for $\varphi^{T}$, but that it must vanish on the shadowed surface ( $C$ ).

In 1897 Lord Rayleigh in England took an entirely different tack. He did not mention the Poincaré paradox at all, but instead developed two alternative expressions for the diffracted wave. Neither of the two solutions suffered in the manner that Poincaré had pointed out because, unlike Kirchhoff's expression, Rayleigh's alternatives did not impose simultaneous requirements on both the wave and its normal derivativewhich Poincaré had himself pointed to as a possible source of the problem, though

[^22]we have seen that it required both that and a discontinuity of the wave and its normal derivative in crossing from the unshielded to the shielded region.

## 6 The Rayleigh-Sommerfeld alternatives

By the mid-twentieth century, the inconsistency of Kirchhoff's theory seemed to many to be an obvious consequence of the well-known boundary conditions for partial differential equations. As E.W. Marchand (1914-1999) at Eastman Kodak's Research Laboratory and Emil Wolf (1922-) at the University of Rochester (the latter of whom had studied under Max Born) remarked in 1966:

Since the time-independent wave equation for $U$ is elliptic, the specification of $U$ or its normal derivative $\partial U / \partial n$ in the plane of the aperture (together with the specification of the asymptotic behavior of the solution at infinity in the appropriate half-space) is sufficient to specify the solution uniquely. The inconsistency in Kirchhoff's theory arises from the specification of both $U$ and $\partial U / \partial n$ and has the consequence that, as the point of observation $P$ approaches the plane of the aperture, the Kirchhoff solution $U_{K}(P)$ does not recover the assumed boundary conditions. ${ }^{50}$

It had for decades been common knowledge that solutions to hyperbolic or elliptic partial differential equations are fully determined by either, but not both, of the following two conditions: (1) the Dirichlet, which specifies the value of the function on a given boundary, or (2) the Neumann, which specifies the value of the function's normal derivative there. ${ }^{51}$ From this perspective, of which we have just seen that Poincaré was quite aware, Kirchhoff's theory must be problematic. Yet the result seemed to work quite well empirically given the approximations that Kirchhoff had made. Poincaré accordingly thought that, though the two requirements are not "rigorously compatible, they are at least so in an approximate manner, when one neglects quantities of the order of a wavelength." ${ }^{22}$ He did not however provide any clear justification for such a claim.

In 1897 Rayleigh, the leading expert on the theory of sound (having published the first edition of his magisterial treatise on the subject in 1877) detailed a theory that avoided overspecifying the boundary conditions. ${ }^{53}$ Rayleigh examined two situations: in one $\left(\varphi^{I}\right)$ the normal gradient of the wave vanishes over the shadowed surface of the screen, while in the other $\left(\varphi^{I I}\right)$ the wave itself does. In both cases the wave and

[^23]its normal gradient must be continuous across the aperture. This produces a duo of possible solutions as follows, wherein $S$ denotes the surface of the screen including any aperture and $A$ denotes an aperture. ${ }^{54}$
\[

$$
\begin{aligned}
\varphi^{I} & =\frac{-1}{4 \pi}\left[\iint_{S-A} \mathrm{~d} s\left\{\varphi \frac{\partial G}{\partial N}\right\}+\iint_{A} \mathrm{~d} s\left\{\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right\}\right] \\
\varphi^{I I} & =\frac{1}{4 \pi}\left[\iint_{S-A} \mathrm{~d} s\left\{G \frac{\partial \varphi}{\partial N}\right\}+\iint_{A} \mathrm{~d} s\left\{\varphi \frac{\partial G}{\partial N}-G \frac{\partial \varphi}{\partial N}\right\}\right]
\end{aligned}
$$
\]

This division into two situations raised the problem of how to find distinct expressions for $\varphi$ in each case. The issue did not arise with Kirchhoff's integral across the aperture because he dropped the integral across the screen proper. Rayleigh solved the problem by considering two cases. For $\varphi^{I}$ he envisioned a perfectly reflecting plane screen on which a plane wave parallel to it is incident. He then offered expressions $\chi_{m}, \chi_{p}$ respectively for what such a wave would be on either side of the screen when it is unperforated, so that for a screen $S$ in the $y z$ plane $\chi_{m}=e^{-i k x}+e^{i k x}$ and $\chi_{p}=0$. To these he added, again respectively, $\psi_{m}=\iint_{A} \Psi_{m} \frac{e^{-i k r}}{r} d S, \psi_{p}=\iint_{A} \Psi_{p} \frac{e^{-i k r}}{r} d S$, integrating solely over an aperture $A$, that are presumed to modify these solutions to take account of the perforation. The functions $\Psi_{m}, \Psi_{p}$ must satisfy the reduced wave equation.

For continuity conditions in $\varphi^{I}$, again, Rayleigh needed the normal gradient of the wave over the shadowed surface of the screen to vanish, but for the wave as well as its normal gradient to be continuous across the aperture, i.e. at the screen, where $x=0$ Rayleigh required in $\varphi^{I}$ that:

$$
\begin{gathered}
\text { on } S-A: \frac{\partial\left(\chi_{p}+\psi_{p}\right)}{\partial N}=0 \\
\text { on } A: 2+\psi_{m}=\psi_{p} \text { and } \frac{\partial\left(\chi_{m}+\psi_{m}\right)}{\partial N}=\frac{\partial\left(\chi_{p}+\psi_{p}\right)}{\partial N}
\end{gathered}
$$

Since $\chi_{p}$ (and so its normal gradient) is required to vanish over the entire surface $S$, and the normal gradient of $\chi_{m}$ also vanishes over $S$ (where $x=0$ ), these requirements can be satisfied provided that $\Psi_{m}, \Psi_{p}$ are equal and opposite on $A$, with the wave functions $\psi_{m}, \psi_{p}$ then being equal and opposite by reflection of the one across the screen to produce the other, with the additional stipulation that the wave function $\psi_{m}$ must have the value -1 on the aperture proper. The problem then consists, as Rayleigh put it, "in so determining $\Psi_{m}$ that this shall be the case." Conversely, in the case of $\varphi^{I I}$, where the wave is presumed to vanish over the shadowed surface $S-A$, Rayleigh altered $\chi_{m}$ to the difference $e^{-k x}-e^{k x}$ instead of the sum, so that both $\chi_{m}$ and $\chi_{p}$ vanish everywhere at the screen. In this situation $\psi_{m}, \psi_{p}$ are, respectively,

[^24]$\iint \Psi_{m} \frac{\partial\left(e^{-i k r} / r\right)}{\partial N} \mathrm{~d} S, \quad \iint \Psi_{p} \frac{\partial\left(e^{-i k r} / r\right)}{\partial N} \mathrm{~d} S$. To satisfy continuity over the aperture then A required $\Psi_{m}, \Psi_{p}$ to be equal and opposite there, where $\Psi_{m}$ takes a value such that $\partial \psi_{m} / \partial N$ becomes $i k$.

Note, then, that Rayleigh's duo each in its specific manner only partially satisfy Kirchhoff's boundary conditions over the body $S-A$ of the screen: in the case of $\varphi^{I}$ the wave function over $S-A$ must vanish, whereas its normal gradient need not, whereas in the case of $\phi^{I I}$ the reverse holds. The problems then require judicious choices of the wave functions and appropriate conditions at the aperture using the same Green's function $\frac{e^{-i k r}}{r}$. Rayleigh's aim had not been to avoid the inconsistency that plagued Kirchhoff's solution, but rather to obtain expressions that followed directly from the assumption of one of the two different boundary conditions on $S-A$. Kirchhoff's theory of course required that both be satisfied at once. Because Rayleigh had not fundamentally altered the physical presumptions that underpin Kirchhoff's (or Poincaré's) analysis, viz that the screen can annul the wave or its normal gradient, and that the wave in the aperture remains unaffected, his two possible integrals were distinguished solely by the a priori imposition of different conditions. That is, Rayleigh's theory, like Kirchhoff's, remained tied to imposed requirements without investigating what might underpin such stipulations on the grounds, just then becoming prevalent, of electromagnetic optics.

In the early 1890s the young German physicist Arnold Sommerfeld (1868-1951) developed a theory for diffraction that avoided Green's theorem by recurring to electromagnetic relations. ${ }^{55} \mathrm{He}$ was at the time assistant to the mathematician Felix Klein (1849-1925) at the University of Göttingen. Like Kirchhoff and Poincaré, Sommerfeld was a dedicated teacher, and as a professor of theoretical physics at Munich from 1906 he trained an imposing array of students, including Wolfgang Pauli, Rudolf Peierls, Alfred Landé, Linus Pauling, I. I. Rabi and Max von Laue (the latter three as post-graduates. ${ }^{56}$ In 1894 Sommerfeld, referring to Poincaré, had remarked in an article that Kirchhoff's boundary conditions are 'inadmissible' and would entail that wave function must vanish everywhere, though the theory nevertheless yields good agreement with observation (so far as was then known). ${ }^{57}$ Two years later Sommerfeld published an intricate alternative that avoided the inconsistency but that was limited to the two-dimensional case of an infinitely thin, semi-infinite plane barrier with infinite electric conductivity struck by a linearly-polarized, plane wave parallel to it. To do so, Sommerfeld calculated the scattering of such a wave under the usual electromagnetic condition that the electric field vector in the plane of the screen vanishes, resulting after extensive, and intricate, calculation in an expression for the scattered wave. ${ }^{58}$

[^25]The resulting expression indicated that a modified form of Young's original conviction that the illuminated edge of a diffractor could be treated as though it emitted waves. This result, however limited, constituted the foundation for a rigorous theory of diffraction, and to reach it Sommerfeld deployed a form of imaging in the complex plane in order to maintain the boundary condition on the electric field. Although the theory proved influential over the years, the intricacy of the calculations continued to limit its application. ${ }^{59}$ The use of an image procedure did nevertheless also lead Sommerfeld in his optical lectures to deploy images using Green's theorem proper. His approach there invoked the same duo of integrals that Rayleigh had used in 1897 albeit derived, unlike Rayleigh's, which worked with the form of the wave function, from a different specification of Green's function. ${ }^{60}$

Sommerfeld noted that if the Green's function $G(r)$ vanishes on $S$, then the term containing the normal derivative of the wave function will also vanish there:

$$
\begin{aligned}
\varphi(P) & =\frac{1}{4 \pi} \iint_{S} \mathrm{~d} s\left\{\frac{\partial \varphi}{\partial N} G(r)-\varphi \frac{\partial G(r)}{\partial N}\right\} \\
G(r) & =0 \text { over } S \Rightarrow \varphi(P)=\frac{-1}{4 \pi} \iint_{S} \mathrm{~d} s\left\{\varphi \frac{\partial G(r)}{\partial N}\right\}
\end{aligned}
$$

In that case only the values of the wave function and of the Green function's normal derivative need to be specified. Simple in principle, but difficult to apply in practice since there is no general Green's function that could satisfy such a requirement. Accordingly Sommerfeld had to limit his theory to a situation in which the Green's function could be so specified, and the only one that worked required the screen to be a plane. ${ }^{61}$

This can be done in the following way. Consider with Sommerfeld an infinite screen located at the origin and parallel to the $x y$ plane (Fig. 9). Place point $P$ at ( $P_{x}, P_{y}, P_{z}$ ) and consider an arbitrary point $Q$ whose coordinates are ( $Q_{x}, Q_{y}, Q_{z}$ ). Now reflect $P$ across the screen to form its image $P^{\prime}$ whose coordinates will therefore be ( $P_{x}, P_{y,}-P_{z}$. Then the respective distances $r, r^{\prime}$ from $P, P^{\prime}$ to $Q$ will be:

[^26]Fig. 9 Sommerfeld's
configuration for his Green's function


$$
\begin{aligned}
r & =\sqrt{\left(Q_{x}-P_{x}\right)^{2}+\left(Q_{y}-P_{y}\right)^{2}+\left(Q_{z}-P_{z}\right)^{2}} \\
r^{\prime} & =\sqrt{\left(Q_{x}-P_{x}\right)^{2}+\left(Q_{y}-P_{y}\right)^{2}+\left(Q_{z}+P_{z}\right)^{2}}
\end{aligned}
$$

Now define a new Green's function as follows:

$$
G(Q) \equiv \frac{\exp (i k r)}{r}-\frac{\exp \left(i k r^{\prime}\right)}{r^{\prime}}
$$

The new function is, as it were, formed by envisioning the image of a Green's function at point $P$ across the screen and then summing the image with its progenitor. This new expression meets all the requirements for a Green's function, for it is a solution of Helmholtz's equation, converges to the appropriate form as $r, r^{\prime}$ reach zero, and adds nothing at infinity. We can calculate the derivative of $G$ in the direction of the $z$-axis, $v i z$. in the direction normal to the screen itself. Having done so, we move $Q$ to the screen itself, where the result is that $G$ vanishes. Over the shadowed part of the screen the wave function $\varphi$ must vanish, while it must be continuous across the aperture. Sommerfeld assumed a point source and so expressed the emitted wave as $\frac{e^{i k r}}{r}$ where $r$ is the distance from the source to a point of the aperture. For the alternative case in which the normal derivative of the Green's function must vanish, Sommerfeld merely had to form the $\operatorname{sum}$ instead of the difference, $v i z . G(Q) \equiv \frac{\exp (i k r)}{r}+\frac{\exp \left(i k r^{\prime}\right)}{r^{\prime}}$, since the normal is opposite in direction on either side of the aperture.

Sommerfeld's route to a duo of mathematically consistent solutions differed considerably from Rayleigh's. Sommerfeld had altered the Green's function by forming a difference or sum between the original function and its image across the screen but had retained a spherical source wave. Rayleigh had instead retained the single-term Green's function but had required a plane source wave. Both proceeded to apply their expressions to the standard configuration in which, namely, the distance from the aperture to the field point is much greater than a wavelength. Moreover, though neither noted the point, the Kirchhoff integral is easily shown to be the mean of the Sommerfeld duo, which are limited to a plane screen, with Rayleigh additionally requiring the incident wave to parallel the screen. ${ }^{62}$ Kirchhoff's full integral had no such limitation, but then it suffered from the Poincaré paradox.

$$
\begin{aligned}
& \varphi^{I}(r)=\frac{1}{2 \pi} \iint_{A} \varphi_{\mathrm{inc}} \frac{\partial}{\partial N}\left(\frac{\exp (-i k r)}{r}\right) \mathrm{d} s \\
& \varphi^{I I}(r)=\frac{-1}{2 \pi} \iint_{A} \frac{\exp (-i k r)}{r} \frac{\partial \varphi_{\mathrm{inc}}}{\partial N} \mathrm{~d} s \\
& \text { Kirchhoff: } \frac{1}{2}\left[\frac{1}{2 \pi} \iint_{A} \varphi_{\mathrm{inc}} \frac{\partial}{\partial N}\left(\frac{\exp (-i k r)}{r}\right) \mathrm{d} s-\frac{1}{2 \pi} \iint_{A} \frac{\exp (-i k r)}{r} \frac{\partial \varphi_{\mathrm{inc}}}{\partial N} \mathrm{~d} s\right]
\end{aligned}
$$

Neither of the two Rayleigh-Sommerfeld expressions yields the Fresnel integralsonly their sum does. Consequently evaluation of either requires novel series expansions. In 1913, for example, Rayleigh applied $\phi^{I}$ to the case of an infinite narrow slit, which required extensive numerical computation via a series for the resulting integral. ${ }^{63}$

In his rigorous diffraction theory of 1896 Sommerfeld had concluded with a few remarks concerning the results of experiment that are worth quoting in full in order to gain a purchase on the empirical issues of the period. Since Poincaré in 1892 had obtained the same final results under the same circumstances, he concluded as follows:

The question of the experimental confirmation of our [1896] theory can be here settled in a word. On the one hand Kirchhoff's formulas have been often proven by observations at a small diffraction angle; on the other hand Mr. Poincaré compares his formulas with Gouy's observations under large diffraction angles and finds them to be essentially confirmed. In the same circumstances, that is for small as for large diffraction angle our theory therefore is also confirmed by experiment [sic]. ${ }^{64}$

Consequently Kirchhoff's full integral could account for experiments at small diffraction angles, but not at the large ones in Gouy's experiments, which latter could

[^27]be handled by Poincaré's 1892 analysis based on electromagnetic relations (see note 58 above). Sommerfeld's scattering theory, which avoided Green theorem methods, could handle both.

In his optical lectures Sommerfeld did not directly address empirical issues, but he did point out that any theory involving the imposition of boundary conditions on an expression derived from Green's theorem (and so leading to an interpretation in terms of Huygens' principle) was questionable, including the Rayleigh-Sommerfeld duo:

The question remains, are these assumptions also physically justifiable? The answer again is that they are only approximations for sufficiently small wavelengths. The field does not vanish completely behind the screen, nor is the field in the aperture entirely unaffected by the presence of the screen, at least not within distances of the order of magnitude of a wavelength from the edge of the screen. The introduction of the Green's function therefore involves no final justification of the method. ${ }^{65}$

Sommerfeld accordingly remained unconvinced that the boundary conditions associated with any such form of diffraction theory were physically reasonable, whereas the approach that he had developed in the early 1890s avoided the problem, at least to a certain extent. Nevertheless, half a decade after the appearance of Kirchhoff's paper an alternative expression based on his theory was produced that, we shall see, would lead decades later to a reformulation that could avoid the Poincaré paradox-but only at considerable mathematical cost.

## 7 Kirchhoff's integral transformed

A year after Kirchhoff's death in the fall of 1887, and before the appearance of the Poincaré paradox, an Italian mathematician modified Kirchhoff's theory by converting it from a surface to a line integral, a transformation that implicated a different way to work with Kirchhoff's boundary conditions. A native of Milan, Italy, Gian Antonio Maggi (1856-1937) attended Kirchhoff's lectures in Berlin. In 1886 he had become an ordinary professor in analysis at the University of Messina. ${ }^{66}$ Two years later Maggi published a transformation of Kirchhoff's fundamental integral that avoided the use of Kirchhoff's function $F$ with its peculiar properties. Of his time in Berlin Maggi wrote in 1914 that he "was fortunate, not long before [writing his 1888 paper] to follow Kirchhoff's lessons at the University of Berlin, and so I was in a privileged position to pay attention to that supremely important result [Kirchhoff's diffraction theory], which the present state of the theory of the electromagnetic field has recently enriched with new applications." ${ }^{67}$

[^28]Kirchhoff was known for his strict adherence to precision and rigor. For example, the young Heinrich Hertz (1857-1894)—student of Kirchhoff's colleague Helmholtz— had sent him a paper on elastic collisions that Kirchhoff had extensively edited because Hertz had not been sufficiently explicit in laying out the precise conditions of the problem. ${ }^{68}$ Perhaps Kirchhoff had expressed to Maggi directly or in his lectures some doubts concerning the propriety of his function $F$, or it may be that Maggi noted its presence and decided to avoid it in order to purify Kirchhoff's integral of one possible objection. ${ }^{69}$ To do so Maggi deployed three points: two of the points are fixed, while the third is not. The wave equation's solutions $V$ have the following usual form, with $r$ representing the distance between a fixed point $x_{0}, y_{0}, z_{0}$ and a point $x, y, z$ within the enclosed volume:

$$
\begin{aligned}
& \frac{\partial^{2} V}{\partial t^{2}}=a^{2} \nabla^{2} V \quad \text { with } r=\sqrt{\left(x_{0}-x\right)^{2}+\left(y_{0}-y\right)^{2}+\left(z_{0}-z\right)^{2}} \\
& V=\frac{\varphi(t-r / a)}{r}
\end{aligned}
$$

Maggi then noted that the function can contain, separately, the variable coordinates $x, y, z$ and still satisfy the wave equation, so that $V$ becomes $V(t-r / a, x, y, z)$. By considering the two fixed points, one of whose coordinates ( $x_{0}, y_{0}, z_{0}$ ) appear in the expression for $r$ whereas the coordinates of the other does not, Maggi was able to obtain Kirchhoff's fundamental integral without using the function $F$ while nevertheless leaving the form of the wave open. The reasoning was sufficiently obscure that he attempted a simplification in 1914 (see above, note 66).

This was not Maggi's only innovation. In addition, he effected a significant transformation of the fundamental integral. To do so he used the line joining his two fixed points to specify the edge of a plane that could be used in a complicated manner to create a surface that separated space into two contiguous regions within which the analysis took different forms. These two points represented the loci of the source and of the point at which the wave is observed past a surface that represents a screen, and the regions in question correspond respectively to the space defined by the geometric shadow and to the space outside it. Kirchhoff's boundary conditions were separately applied to these two regions. The result of the procedure yielded a complicated function (due to the choice of coordinates) for the value of the wave that involved in both regions a line integral around the edge of an aperture. In the geometrically-illuminated region the disturbance is determined by the sum of a direct wave from the source added to the line integral, while in the geometric shadow only the line integral holds. This accordingly implicated a discontinuity across the shadow boundary, though Maggi's use of prolate coordinates rather obscures the configuration. The transformation to a line integral was effected by Maggi's use of Stokes' theorem based on the assumption that the medium is incompressible, as was usual. If, then, $\vec{u}$ represents a disturbance in

[^29]such a medium, $\nabla \cdot \vec{u}$ must vanish, in which case $\vec{u}$ can be represented by $\nabla \times \vec{v}$ with $\vec{v}$ an appropriate function. Consequently Stokes' theorem affords the transformation of a surface integral for $\vec{u}$ into a line integral for $\vec{v}$ :
$$
\iint_{\sigma} \vec{u} \cdot \mathrm{~d} \sigma=\iint_{\sigma}(\nabla \times \vec{v}) \cdot \mathrm{d} \sigma=\oint_{\partial \sigma} \vec{v} \cdot d \vec{l}
$$

In a brief consideration at the end of his article, Maggi concluded that, in the limit of vanishingly small wavelength, the disturbance occurs entirely outside the region of the geometric shadow. The signal purpose of his transformation to a line integral, then, was to yield that result, which in effect retrieved geometric optics. Yet it seems that very few people paid attention to this latter result, perhaps because it was obscurely framed in terms of prolate coordinates. Which makes it hardly surprising that the first to re-achieve such a transformation did not mention Maggi at all.

Wojciech (Adalbert) Rubinowicz (1889-1970) was born in Bukovina to Polish parents, and received his Ph.D. in physics at the University of Czernowitz in 1916. He planned to stay there as a post-graduate assistant, but the university then closed during the First World War. He obtained a temporary position at the University of Munich's institute of theoretical physics, where he began work as assistant to Arnold Sommerfeld in $1916 .{ }^{70}$ A year later, Rubinowicz published an article in the Annalen der Physik that explored a line-integral expression for Kirchhoff's fundamental integral. ${ }^{71}$ He was stimulated to do so by Sommerfeld's 1894 analysis of diffraction based on electromagnetic theory (on which see above), as Rubinowicz aimed to see whether a similar result could be obtained directly from Kirchhoff's integral by means of a lineintegral transformation. Although Rubinowicz's work became much better known among European physicists and mathematicians than Maggi's, the conversion that both effected, though in considerably different ways, would later become known as the "Maggi-Rubinowicz transformation." ${ }^{\text {" }}$

Rubinowicz did not maintain Kirchhoff's original formulation that allowed for an arbitrary wave but instead used the reduced Helmholtz equation and so presumed that the time and space variables could be separated. Consequently, unlike Maggi he did not have to concern himself with Kirchhoff's delta-like function. Rubinowicz first introduced the general surface integral over the boundary of a region $G$ with a Green's function $e^{i k r} / r$, with $\bar{u}$ representing the value of the wave function over the region's boundary:

$$
\begin{equation*}
\frac{1}{4 \pi} \iint_{G} \mathrm{~d} s\left\{\bar{u} \frac{\partial\left(e^{i k r} / r\right)}{\partial n}-\frac{e^{i k r}}{r} \frac{\partial \bar{u}}{\partial n}\right\} \tag{18}
\end{equation*}
$$

[^30]He then remarked that Kirchhoff had reduced (18) to an integral solely over an aperture $F$, producing the following expression for the wave at a point $O$ in the diffraction region: ${ }^{73}$

$$
u(O) \equiv \frac{1}{4 \pi} \iint_{F} \mathrm{~d} s\left\{\bar{u} \frac{\partial\left(e^{i k r} / r\right)}{\partial n}-\frac{e^{i k r}}{r} \frac{\partial \bar{u}}{\partial n}\right\}
$$

Rubinowicz next effected a clever choice of region and geometric boundary for the otherwise arbitrary surface $G$, one that was effectively the same as Maggi's but considerably clearer due to the avoidance of prolate spherical coordinates. Limit $G$ to a surface consisting of the region that would be geometrically illuminated by a source $L$ of the form $\exp (i k \rho) / \rho$ shining through an aperture $F$ which has a rim B.This demarcates a region with one end a surface $K_{\infty}$ at infinity, capped at the other by the finite aperture $F$, and delimited by the conical boundary $K$ (Fig. 10). The integral over $K_{\infty}$ vanishes as usual, leaving only the region $F+K$. Since we have not introduced a physical aperture, the value of $\bar{u}$ over $F+K$ must be the same that it would be in the absence of the screen, hence just $\frac{\exp (i k \rho)}{\rho}$. Consequently the expression for the field at a point $O_{E}$ within the $F+K$ bounded region-which is, again, completely unobstructed-must be: ${ }^{74}$

$$
\begin{align*}
u_{E}\left(O_{E}\right) \equiv & \frac{1}{4 \pi} \iint_{F+K} d s\left\{\frac{\exp (i k \rho)}{\rho} \frac{\partial}{\partial n}\left(\frac{\exp (i k r)}{r}\right)\right. \\
& \left.-\frac{\partial}{\partial n}\left(\frac{\exp (i k \rho)}{\rho}\right)\left(\frac{\exp (i k r)}{r}\right)\right\}=\frac{\exp (i k \rho)}{\rho} \tag{19}
\end{align*}
$$

Introduce a screen such that the surface $F$ corresponds to a physical aperture. In that case for a point $O$ located anywhere in the diffraction region Kirchhoff's integral requires (with $\bar{u}$ on $F$ having the same value that it would were the screen absent): ${ }^{75}$

$$
\begin{equation*}
u(O) \equiv \frac{1}{4 \pi} \iint_{F} \mathrm{~d} s\left\{\frac{\exp (i k \rho)}{\rho} \frac{\partial}{\partial n}\left(\frac{\exp (i k r)}{r}\right)-\frac{\partial}{\partial n}\left(\frac{\exp (i k \rho)}{\rho}\right)\left(\frac{\exp (i k r)}{r}\right)\right\} \tag{20}
\end{equation*}
$$

Now place the general Kirchhoff point $O$ at $O_{E}$ within the region bounded by $F+K$. Then for such a point, since (20) integrates over $F$ only, whereas (19) integrates over $F+K$, Rubinowicz could subtract (20) from (19) to write:

[^31]

Fig. 10 Rubinowicz's surfaces

$$
\begin{align*}
u\left(O_{E}\right)= & u_{E}\left(O_{E}\right)-\frac{1}{4 \pi} \iint_{K} d s\left\{\frac{\exp (i k \rho)}{\rho} \frac{\partial}{\partial n}\left(\frac{\exp (i k r)}{r}\right)\right. \\
& \left.-\frac{\partial}{\partial n}\left(\frac{\exp (i k \rho)}{\rho}\right)\left(\frac{\exp (i k r)}{r}\right)\right\} \tag{21}
\end{align*}
$$

Rubinowicz's expression (21) for $u\left(O_{E}\right)$ applies only to a point within the $F+K$ bounded region. Outside of this region Kirchhoff's general expression (20) for $u(O)$ would presumably apply. This might seem to be a pointless formality-we have as it were introduced surface $K$ in (19) only to remove it again in (21). But we have in fact done something more, because we assert that (21) does properly represent the resultant wave within the region bounded by $F+K$ when a screen perforated by $F$ is present. This is nothing more than Kirchhoff's claim for such a region but Rubinowicz's (21) has an important representational effect.

Because the value of the normal gradient $\frac{\partial \bar{u}}{\partial n}$ vanishes over $K$, Rubinowicz could transform the $K$ integral into one entirely around the rim $B$ of the cap $F$. Integrating from $\rho=\rho_{l}$ (at a point on the rim) to infinity thereby produced (recall that $\rho$ in the $K$ integral is the distance between $L$ and a point on $K$ ):

$$
\begin{equation*}
\iint_{K} \mathrm{~d} s=\oint_{B} \mathrm{~d} l \int_{\rho_{l}}^{\infty} \mathrm{d} \rho \tag{22}
\end{equation*}
$$

Attention to the geometry yields an expression for the wave field within $F+K$ that involves an integral over the rim $B$ added to the geometric-optics field:

$$
\begin{equation*}
u\left(O_{E}\right) \equiv u_{E}\left(O_{E}\right)+\frac{1}{4 \pi} \oint_{B} \mathrm{~d} l\left\{\frac{\exp \left[i k\left(\rho_{l}+r_{l}\right)\right]}{\rho_{l} r_{l}} \frac{\cos \left(\hat{n}, \vec{r}_{l}\right)}{1+\cos \left(\vec{r}_{l}, \vec{\rho}_{l}\right)} \sin \left(\vec{\rho}_{l}, \mathrm{~d} \vec{l}\right)\right\} \tag{23}
\end{equation*}
$$

In Rubinowicz's (23), $r_{l}$ is the distance between the field point $O$ and a point $l$ on $B$, $\hat{n}$ is the normal there to the screen aperture $F, \vec{\rho}_{l}$ is the distance from the rim point to the luminous point at $L$, and $\cos \left(\hat{n}, \vec{r}_{l}\right)$ is the cosine of the angle between the two vectors $\hat{n}$ and $\vec{r}_{l}$. The source wave $u_{E}(B)$ at the rim appears as the factor $\frac{\exp \left[i k \rho_{l}\right]}{\rho_{l}}$, so that (23) may also be written as follows:

$$
\begin{equation*}
u\left(O_{E}\right) \equiv u_{E}\left(O_{E}\right)+\frac{1}{4 \pi} \oint_{B} \mathrm{~d} l\left\{u_{E}(B) \frac{\exp \left[i k r_{l}\right]}{r_{l}} \frac{\cos \left(\hat{n}, \vec{r}_{l}\right)}{1+\cos \left(\vec{r}_{l}, \vec{\rho}_{l}\right)} \sin \left(\vec{\rho}_{l}, \mathrm{~d} \vec{l}\right)\right\} \tag{24}
\end{equation*}
$$

Rubinowicz's (24) entails an inherent discontinuity at the boundary $K$ : on it the integrand of the rim integral becomes infinite because there the two vectors $\vec{r}_{l}, \vec{\rho}_{l}$ point in opposite directions. In the region external to $F+K$ the untransformed Kirchhoff expression (20) presumably obtains, and so also do his conditions that both the wave function and its normal gradient vanish over the shadowed surface of the screen. Consequently, and despite the fact that Kirchhoff's $u(O)$ still holds everywhere, the Maggi-Rubinowicz introduction of the $F+K$ boundary introduces a representational discontinuity, though one that neither of the two explored since their interests lay elsewhere. Neither did they ask whether the rim integral would vanish if the observation point $O_{E}$ lay in the aperture proper, where on the basis of Kirchhoff's boundary condition-which is still presumed-the incident wave $u_{E}\left(O_{E}\right)$ should be unaltered.

Although Rubinowicz's (24) was in essence similar to Maggi's transformation, Maggi's use of prolate spherical coordinates obscured a startling result upon which Rubinowicz placed considerable emphasis (and which Maggi himself likely did not perceive). Namely, that (24) amounted to a partial vindication of Thomas Young's original method of calculating diffraction by finding the interference between a direct wave from the source and waves presumptively engendered by the direct wave at the edges of the aperture-as Rubinowicz remarked at the very beginning of his article. ${ }^{76}$ This amounted to a considerable alteration in the original sense of the Huygens-Fresnel principle from one in which the observed wave is governed entirely by wavelets that are distributed over the aperture's surface, to one in which the efficacious wavelets that alter the incident wave are located on the aperture's rim.

Rubinowicz's article appeared in 1917, over three decades after Kirchhoff's original and Maggi's own transformation, and neither he nor Maggi had concerned themselves with the problem of Kirchhoff's boundary conditions (which Maggi may not have been aware of in 1888). Each of them had a different purpose in mind, Maggi to avoid Kirchhoff's function $F$, which led him to his line-integral transformation, and Rubinowicz to retrieve a simulacrum of Young's original theory of diffraction. Does the Poincaré paradox carry over as well to the Maggi-Rubinowicz transformation? Like Maggi, but with greater geometric clarity since he had not introduced the complexity of prolate spherical coordinates, Rubinowicz had altered the way in which

[^32]Kirchhoff's boundary conditions had been applied by both Kirchhoff and by Poincaré by introducing two distinct regions across which the expression for the wave function is discontinuous. Neither of these regions had a boundary coincident with the entire surface of the diffractor proper since the one was capped by the aperture and the other by the surface outside the geometric shadow. For that reason Poincaré's proof of inconsistency, which required no discontinuities as well as the enclosing surface of the diffractor (within which Poincaré placed his point $L$ to generate the paradox), could not be so directly applied. The question accordingly arises as to whether the new representation might capitalize on discontinuity to evade the Poincaré paradox. To do so in a way that preserved the Green theorem structure in some form would certainly require altering Kirchhoff's boundary conditions.

## 8 A form of consistency achieved

Work continued in the twentieth century through at least two alternatives which, though not always aimed principally at that purpose, could avoid the Poincaré paradox. In 1923 Friedrich Kottler (1886-1965), physics professor at the University of Vienna proposed formulating the integral as a solution to a "saltus" problem-one in which the field undergoes a discontinuous jump across a boundary, requiring the specification of its values on either immediate side, much as, in electrostatics, a fictitious distribution of charge at the boundary across which dielectric capacity changes produces a discontinuity in the potential. ${ }^{77}$ Kottler proposed to treat Kirchhoff's conditions as though they were the result of a similar kind of discontinuity, thereby obviating the Poincaré paradox but at the cost of introducing an assumption without physical justification. ${ }^{78}$ In 1933 Max Born (1882-1970), thinking in terms of his characteristic recursive method, suggested that the Kirchhoff integral might be the first-order approximation in a sequence of iterative solutions that converged to the exact solution represented by his boundary conditions. ${ }^{79}$

In 1964 Marchand and Wolf remarked that "the difference between the consistent solution of Rayleigh and Sommerfeld and the inconsistent solution of Kirchhoff may be regarded as due to the superposition of plane waves whose amplitude distribution has a very sharp maximum for $\ldots$ waves propagated along the plane of the screen. Such waves do not contribute to the far field. ${ }^{80}$ Two years later they followed with an analysis that enabled a direct calculation of precisely such a series of waves by means of a reworking of the boundary conditions through a clever use of the MaggiRabinowicz transformation, thereby rescuing the essence of Kirchhoff's formulation and, with it, the meaning of an expression akin to Huygens principle.

Rubinowicz's form of the transformation, recall, could be expressed in terms of the source as follows ( $c f(23)$ ) invoking a discontinuity for points past the screen as

[^33]one moves from within to without the geometric shadow since the denominator in the formula vanishes for points on the shadow proper:
$$
u\left(O_{E}\right) \equiv u_{E}\left(O_{E}\right)+\frac{1}{4 \pi} \oint_{B} \mathrm{~d} l\left\{u_{E}(B) \frac{\exp \left[i k r_{l}\right]}{r_{l}} \frac{\cos \left(\hat{n}, \vec{r}_{l}\right)}{1+\cos \left(\vec{r}_{l}, \vec{\rho}_{l}\right)} \sin \left(\overrightarrow{\rho_{l}}, \mathrm{~d} \vec{l}\right)\right\}
$$

## Rubinowciz's transformation of Kirchhoff's integral within the geometrically-illuminated region

Kirchhoff's surface-integral involves no such discontinuity of the kind for it leads to the following expression ( $c f$ above, note 41):

$$
\varphi_{o}=\frac{1}{2 \lambda} \iint_{A} \frac{\mathrm{~d} s}{r_{i} r_{o}}\left[\cos \left(\vec{r}_{i}, \vec{n}_{i}\right)+\cos \left(\vec{r}_{o}, \vec{n}_{o}\right)\right] \sin \left[2 \pi\left(\frac{r_{i}+r_{o}}{\lambda}-\frac{t}{T}\right)\right]
$$

Marchand and Wolf considered that the inconsistency built into Kirchhoff's theory by his boundary conditions could be shown in a different manner from Poincaré by noting a related consequence. Take a point in the diffracted region (not, as with Poincaré, within the geometrically-defined body of the diffractor itself) and move it indefinitely close to the open aperture. Calculate the value of the wave function at that point using the expression that results from Kirchhoff's theory. It should by hypothesis be effectively the same as the unaltered source wave, but in fact it is not. ${ }^{81}$ Why, one might ask, did they turn to this way to show the inconsistency? It is quite direct and perhaps more revealing than Poincare's route, but, more to the point, it is precisely this consequence of the full set of Kirchhoff's conditions that can be avoided by exploiting the discontinuity at the geometric shadow inherent in the Maggi-Rubinowicz transformation. ${ }^{82}$

To that end, Marchand and Wolf began not with the transformation but with an explicit alteration of the boundary conditions, something that neither Maggi nor Rubinowicz had proposed. Consider with Marchand and Wolf a luminous point $L$ whose distance from a given point of the aperture rim is $s_{0}$. Consider a point $P^{\prime}$ with coordinate $(x, y)$ on the shadowed part of the screen itself, including any aperture(s), and express the presumptive value $U\left(P^{\prime}\right)$ of the wave at such a point of the screen by a sum of the source wave added to an integral over the aperture's rim $B$, of the following form, with points $Q^{\prime}$ lying on the rim:

[^34]$$
U\left(P^{\prime}\right) \equiv f_{0}(x, y)=\varepsilon_{0}(x, y) u_{\mathrm{inc}}(x, y)+\frac{1}{4 \pi} \oint_{B} u_{\mathrm{inc}}\left(Q^{\prime}\right) \frac{\exp \left(i k Q^{\prime} P^{\prime}\right)}{Q^{\prime} P^{\prime}} \vec{K} \cdot d \vec{l}
$$
where
$$
\vec{K}=\frac{1}{4 \pi} \frac{\overrightarrow{S Q^{\prime}} \times \overrightarrow{Q^{\prime} P^{\prime}}}{\left|\overrightarrow{S Q^{\prime}}\right|\left|\overrightarrow{Q^{\prime} P^{\prime}}\right|-\overrightarrow{S Q^{\prime}} \cdot \overrightarrow{Q^{\prime} P^{\prime}}}
$$
and where
$\varepsilon_{0}=0$ for points on the screen but outside the aperture
$\varepsilon_{0}=1$ for points in the aperture proper
$S$ is the location of a point light source outside the aperture
This expression for the field intensity $U\left(P^{\prime}\right)$ on both the screen's shadowed surface and on the aperture constitute new boundary conditions for Kirchhoff's problem of diffraction. Where Kirchhoff had set the value at the aperture to the incident wave, Marchand and Wolf add to that wave the rim integral. And where Kirchhoff had set the wave on the screen but outside the aperture to zero, they now add the rim integral. Neither Maggi nor Rubinowicz had suggested that the rim integral might be extended to points of the screen outside the aperture, and neither had they considered what takes place if the observation point were to lie in the aperture proper, where, again, on Kirchhoff's boundary condition the rim integral should vanish to retrieve the unaltered incident wave.

In a critical next step, Marchand and Wolf note that their expression for $\vec{K}$ is identical to the one that appears in the Maggi-Rubinowicz transformation of Kirchhoff's diffraction integral, i.e. in the factor of $u_{E}(B) \frac{\exp \left[i k r_{l}\right]}{r_{l}}$ in Rubinowicz's rim integral (24). From here, they claim that the diffracted wave field at a point $P=(x, y, z)$ on the side of the aperture opposite to the light source $(z>0)$ can be expressed as

$$
U_{K}(x, y, z)=\varepsilon_{0}(x, y, z) u_{\mathrm{inc}}(x, y, z)+\frac{1}{4 \pi} \oint_{B} u_{\mathrm{inc}}\left(Q^{\prime}\right) \frac{\exp \left(i k Q^{\prime} P\right)}{Q^{\prime} P} \vec{K} \cdot \mathrm{~d} \vec{l}
$$

Although the Marchand-Wolf integral appears to differ from the term that appears in Rubinowicz's expression of Kirchhoff's formula (24), they are nevertheless essentially equivalent and so both exhibit precisely the same discontinuity: at the geometric shadow proper, i.e. if $P^{\prime}$ lies on $K, \overrightarrow{S Q^{\prime}}$ parallels $\overrightarrow{Q^{\prime} P^{\prime}}$, and consequently the expression for $\vec{K}$ is discontinuous there. Now, they continued, the rim integral alone should be extended to any point outside the geometrically-illuminated region. How so, when Rubinowicz's derivation apparently concerned only the latter? Though Marchand and Wolf did not explicitly provide the reason, it is not at all hard to see: if Kirchhoff's boundary condition outside the geometric region but on the screen is replaced by Marchand-Wolf's (with $\varepsilon_{0}=0$ ), then on the conical sides delimiting the region the normal derivative of the wave function again vanishes, while the aperture rim still
delimits the region, leaving, via the Maggi-Rubinowicz transformation, only the rim integral over the closed part of the screen since the latter is bounded by the aperture.

Consequently the Marchand-Wolf expression for $U\left(P^{\prime}\right)$ now holds throughout the diffraction region (in the form of $U_{K}(x, y, z)$ above) provided that $\varepsilon_{0}$ is unity everywhere within the geometrically-illuminated region but vanishes outside it. Moreover, because of the new condition at the aperture, the Marchand-Wolf integral for a point in the diffraction region that is indefinitely close to the aperture now does reproduce the presumed value there (i.e., $\left.U_{K}(x, y, z=0) \rightarrow f_{0}(x, y)\right)$. This is precisely what does not happen when using Kirchhoff's original with his condition that the wave at the aperture is unaltered from what it would be in the screen's absence. And this is all obtained from the transformation of Kirchhoff's original integral combined with Marchand and Wolf's alteration of the boundary conditions. The Kirchhoff inconsistency is thereby avoided altogether since the new boundary conditions involve only the value of the wave function proper and not its normal gradient, whether over the screen proper or over the aperture-at the expense of discontinuity at the geometric shadow edge.

That is not the only cost, for the transformation to a line integral also implicates a significant amendment to the deployment of Fresnel's integrals, which had (and continue to this day) to permeate practical computations of diffraction since the 1830s. Within the approximation regime that governed the Fresnel (and so Kirchhoff) expressions, namely small wavelengths and loci far from the screen but not too far from the edge of the geometric shadow, these original expressions work well despite the boundary inconsistencies necessary to their derivation. But, one might ask, does the MarchandWolf replacement do any better? Indeed, their 'consistent' version of the Kirchhoff integral does, they showed, produce good agreement with an experiment in which the behavior of 3.2 cm microwaves was examined across the aperture in a conducting screen. The experiment indicated that the wave pattern across it varies nearly sinusoidally, which is well predicted by Marchand-Wolf but not of course by Kirchhoff's theory, which requires the unaltered value of the source wave. ${ }^{83}$ The Marchand-Wolf expression explains the results as due to the interference of the source wave with the wave scattered at the aperture's edge. But the sinusoidal behavior in the aperture nevertheless does imply that the Kirchhoff assumption of an unaltered incident wave at the aperture works quite well for points in the diffraction regime that are not too close. This retrieves and justifies the Kirchhoff integral within an approximation regime with its longstanding, and persuasive, interpretation in terms of Huygensian wavelets.

## 9 Conclusion

We have examined a diffraction theory that, for nearly two centuries (including Fresnel's original) continued in use even though, a century in, its only derivation from a wave equation had nevertheless proved to be fundamentally inconsistent with the

[^35]very conditions that yielded the expression that, so far as was then known, worked extremely well. One major reason for that resilience was the theory's instantiation within a mathematical framework of the principle, due to Huygens, on which Fresnel had originally grounded wave optics. Whereas Fresnel's wave optics had deployed assumptions concerning point-source radiators that presumptively constitute a wave front, Kirchhoff's theory was formulated as a solution to a partial differential equation based on Green's theorem. Critically, so far as was known the resulting formula for diffraction worked extremely well.

Empirical adequacy and pragmatic tractability certainly were-and remaincentral factors for the tenacity of Kirchhoff's theory. Scientists have, and continue to this day, used the expression provided by Kirchhoff's theory-or even Young's much simpler structure involving two-ray interference-in astronomical observations and optical experiments. In for example Albert Michelson and his colleague F.G. Pease's interferometric measurements at Mt. Wilson Observatory as late as 1920, the wave-optical method they employed to estimate a star's diameter did not go beyond the Fresnel integrals proper. ${ }^{84}$ Throughout the late nineteenth and twentieth centuries, Kirchhoff's theory continued to appear in major textbooks and monographs, continued to be used and discussed in physics and engineering periodicals, and was generally considered to be a reasonable expression for the effect of diffraction by an aperture. The problem of consistency, to the extent-and it was apparently not a very great extent-that it was recognized seemed principally to concern a defect in the manner in which the Huygens principle or some variant thereof could be represented within a consistent mathematical context.

The principal alternative to Kirchhoff's theory involved dropping one or the other of the two mutually-inconsistent boundary conditions. Rayleigh, who was not concerned with the Kirchhoff problem per se, had produced both in 1896 by choosing particular wave functions, while Sommerfeld elaborated the two alternatives using novel Green's functions, with the consequent result that Kirchhoff's solution proved to be the mean of the Rayleigh-Sommerfeld duo, though without any clear reason as to why that might be so. When Marchand and Wolf compared newly-produced microwave data with predictions from Kirchhoff's and the Rayleigh-Sommerfeld expressions in 1966, they found that Kirchhoff's, inconsistent mathematically though it certainly is, better matched measurements at the aperture. ${ }^{85}$ To a certain extent such a result was not altogether surprising since Sommerfeld did not regard the boundary conditions that he had himself used to be physically reasonable, even if mathematically unexceptionable. ${ }^{86}$ By contrast, Sommerfeld's own analytical solution in 1896, based on electromagnetic relationships, though limited to diffraction by the edge of a half-infinite plane, did not require any a priori assumptions concerning boundary conditions. Yet the extreme complexity and intractability of this approach significantly restricted its practical applicability, whereas Kirchhoff's integral easily produced an expression under the approximation to small wavelengths in relation to aperture size and distance from

[^36]the screen for both source and observation point that easily facilitated computations and was widely used in optical research. In that approximation Kirchhoff's theory was essentially a differential-equation-based reformulation of Fresnel's formula, a major theoretical result in early wave optics that had enjoyed significant empirical success.

The inconsistency problem was never, in one sense, truly resolved because it follows directly from the requirements of Green's theorem. And yet in the absence of Green's theorem a comparatively direct reading in terms of anything like Huygens' principle, with its persuasive physical significance, evaporated. Kottler's recommendation to reformulate the theory as a saltus problem amounted to introducing a fundamental discontinuity in applying Green's theorem in a manner that could retain the meaning of Huygens' principle. Born's suggestion to interpret the Kirchhoff expression in terms of a first-order expansion of whatever the actual solution might be was not directly aimed at preserving the physical significance of the principle. It was nevertheless also an effort to reconstrue Kirchhoff's mathematical structure in a manner that separated his solution, which certainly did grant meaning to the principle, from its grounding in a mathematical inconsistency.

In 1964 Marchand and Wolf employed the long-available Maggi-Rubinowicz transformation to replace Kirchhoff's single surface scheme with one in which the solution is applied separately to two contiguous regions across which the expression for the wave function is discontinuous. That breaks the inconsistency otherwise demanded by Dirichlet-Neumann solution requirements and accordingly breaches the proof of the Poincaré paradox. The resulting expression aligned well with Young's theory in the early nineteenth century, in which light rays from an optical source reach points within the geometrically-illuminated region directly and from the aperture's rim, and outside the region solely from the rim. This new physical meaning, gained through discontinuity and transformation to a line-integral, made the scheme particularly appealing-but not for computational purposes under the usual approximation to vanishingly small wavelength, for there the Fresnel integrals work well for reasons that, in light of Marchand-Wolf, have become clear. The price to be paid was the abandonment of Kirchhoff's original, and extremely simple, boundary condition over the surface of the screen via the introduction of discontinuity.

The history of Kirchhoff's solution illustrates that mathematical consistency is not inevitably a necessary condition for success in physics. While logical compatibility, mathematical rigor, and conceptual coherence are important epistemic virtues for theory choice and development, they are not inexorably requisite. Empiricist and pragmatic attitudes prompted optical scientists significantly to downplay the mathematical inconsistency of Kirchhoff's theory, a theory that exemplifies a long research program that dominated optics for two centuries. Rather than abandoning altogether such a useful scheme because of mathematical requirements, researchers instead preferred to use it and eventually to reconstruct the mathematics on a different, if doubtfully rigorous (because involving discontinuity) basis, and thereby to grant it continued life.
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